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Comparison of �1-Norm SVR and Sparse Coding
Algorithms for Linear Regression

Qingtian Zhang, Xiaolin Hu, and Bo Zhang

Abstract— Support vector regression (SVR) is a popular function
estimation technique based on Vapnik’s concept of support vector
machine. Among many variants, the �1-norm SVR is known to be good
at selecting useful features when the features are redundant. Sparse
coding (SC) is a technique widely used in many areas and a number
of efficient algorithms are available. Both �1-norm SVR and SC can be
used for linear regression. In this brief, the close connection between
the �1-norm SVR and SC is revealed and some typical algorithms are
compared for linear regression. The results show that the SC algorithms
outperform the Newton linear programming algorithm, an efficient
�1-norm SVR algorithm, in efficiency. The algorithms are then used to
design the radial basis function (RBF) neural networks. Experiments on
some benchmark data sets demonstrate the high efficiency of the SC algo-
rithms. In particular, one of the SC algorithms, the orthogonal matching
pursuit is two orders of magnitude faster than a well-known RBF network
designing algorithm, the orthogonal least squares algorithm.

Index Terms— Newton linear programming (NLP), radial basis
function (RBF) neural network, regression, sparse coding (SC),
support vector machine (SVM).

I. INTRODUCTION

The support vector machine (SVM) is a famous learning algorithm
proposed in [1] and [2]. It is one of the most popular models for
both classification [3], [4] and regression [5], [6]. There is an
important model for regression, termed the �1-norm support vector
regression (SVR), which is able to identify the critical features
for regression. This is useful in applications where a lot of noisy
and redundant features are present, e.g., regression for biological
experiment data. In general, the �1-norm SVR can be posed as a
linear programming (LP) problem. Then, the standard LP solvers,
such as the simplex algorithm [7] and the interior point algorithm [8]
can be used to solve it. However, for large-scale problems, some
more efficient algorithms are available and a popular one is the
Newton LP (NLP) algorithm [9].

Sparse coding (SC) is an algorithm for finding a succinct represen-
tation of stimuli [10]. Given a set of bases, SC reduces to an �1-norm
minimization problem, which amounts to finding the minimum
�1-norm solution to an undetermined linear system y = Bx,
where y is the stimuli, B is the basis matrix, and x is a
representation of y under the basis matrix. In what follows, we
always assume that the bases are given in SC. In the past few years,
a number of efficient SC algorithms have been proposed, such as
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matching pursuit (MP) [11], [12], homotopy (HOM) [13]–[15],
feature sign search (FSS) [16], and so on. These algorithms
have been applied in many real-world problems, such as face
recognition [17] and image classification [18].

Both �1-norm SVR and SC are �1-minimization problems, and
there should be some connections between them, though few
researches have addressed this issue. We show that, �1-norm
SVR with Gaussian loss function [19] is equivalent to SC with
�2-norm penalty term, namely, least absolute shrinkage and selection
operator (LASSO). Then, both algorithms can be used to solve
linear regression problem. But it is unclear which one is more
efficient. Through extensive experiments we will show that many
SC algorithms are indeed more efficient.

Some notations are introduced first. For x ∈ R
n and p ∈ [1,∞),

||x||p denotes the �p-norm of x : (∑n
i=1 |xi |p)1/p. Let e denotes

a column vector of all ones. For a, b ∈ R
n , aT b denote the inner

product of vectors a and b.

II. RELATIONSHIP BETWEEN �1-NORM SVR AND SC
A. �1-Norm SVR

Given an unknown system f : R
n−1 → R that transforms the

input vector x̃ ∈ R
n−1 to a real number f (x̃). The objective of SVR

is to estimate f (x̃) by observing m training instances (x̃1, f (x̃1)),
(x̃2, f (x̃2)), . . . , (x̃m , f (x̃m )). For linear SVR, f takes the form

f (x̃) = w̃T x̃ + b with w̃ ∈ R
n−1, b ∈ R. (1)

By introducing x =
( x̃

1

)
∈ R

n and w =
( w̃

b

)
∈ R

n , (1) can be

written in the homogeneous form

f (x) = wT x. (2)

The primal problem of �1-norm SVR is

min ||w||1
s.t. yi = wT xi , i = 1, 2, . . . ,m. (3)

In real-world applications, the output yi may be corrupted by some
unknown distributed noise. A number of loss functions L(x, y, f (x)),
and a penalty term eT ξ have been introduced into (3) to cope with
the noise. The formulation becomes

min ||w||1 + CeT ξ

s.t. L(xi , yi , f (xi )) ≤ ξi , i = 1, 2, . . . ,m, ξi ≥ 0 (4)

where C > 0 is a constant controlling the tradeoff between
the regularization of f and the deviation tolerated. Different loss
functions suit for different problems. Among them, the ε-insensitive
loss function

L(x, y, f (x)) = max{|y − f (x)| − ε, 0} (5)

is one of the most commonly used loss functions, where ε is a
prespecified value. With the ε-insensitive loss function, the formula-
tion becomes

min ||w||1 + CeT ξ

s.t. |yi − wT xi | ≤ ε + ξi , i = 1, 2, . . . ,m, ξi ≥ 0. (6)
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Note that this formulation can be recast into an LP problem and many
efficient LP algorithms, such as [9] can be used to solve it. With the
Gaussian loss function

L(x, y, f (x)) = 1

2
(y − f (x))2 (7)

the formulation becomes

min ||w||1 + CeT ξ

s.t. (yi − wT xi )
2 ≤ ξi , i = 1, 2, . . . ,m. (8)

The Gaussian-type noise is very common in practice and the Gaussian
loss function matches the Gaussian distribution noise density model in
the maximum likelihood sense under the assumption that the samples
are generated by an underlying functional dependence plus additive
noise [19]. One disadvantage of (8), compared with (6), seems to
be that it cannot be recast into an LP problem and in the sequel
cannot take advantages of LP solvers. But in what follows we will
show that this is actually computationally advantageous because there
exist many efficient algorithms for solving it. One should note that
with Gaussian noise, the notion of support vector is meaningless.
We call the problem SVR following the convention of [19].

B. Sparse Coding

Given an input signal y ∈ R
m and a basis matrix X ∈ R

m×n ,
each column of X is a basis vector, and n is the number of basis
vectors. The goal of SC is to represent the input signal as a weighted
sum of a small number of basis vectors y = Xw, where w is sparse,
which means that most elements of w are zero. The basis set is often
overcomplete, that is, n > m. Thus, SC is a nontrivial linear inversion
problem. A popular formulation of SC is as follows [20]:

min ||w||1
s.t. y = Xw (9)

which is actually the matrix form of (3). One should note that the
columns of X (bases) do not correspond to the training points xi
in SVR; the rows of X do.

However, most signals in real-world applications cannot be
represented perfectly and it is necessary to introduce a penalty term
to deal with the noise in the signal. The �2-norm penalty is often
used and the formulation becomes

min ||w||1 + Cξ

s.t. ||y − Xw||22 ≤ ξ. (10)

C. Relationship Between �1-Norm SVR and SC

We have shown that the ideal forms of the �1-norm SVR (3) and
the SC (9) are exactly the same. However, most of the time we do
not solve these ideal cases directly. Noise must be considered and
the formulations (8) and (10) are more often used. The following
proposition shows that they are equivalent to each other.

Theorem 1: The �1-norm SVR with Gaussian loss function (8) is
equivalent to the SC with �2-norm penalty term (10).

Proof: The Lagrangian function of (8) is

L1 := ||w||1 + CeT ξ +
m∑

i=1

αi ((yi − wT xi )
2 − ξi ) (11)

where αi ≥ 0, i = 1, 2, . . . ,m are Lagrangian multipliers. It follows
from the saddle point theorem that the optimal ξi ’s have to vanish:

∂L1

∂ξi
= C − αi = 0. (12)

Substituting (12) into (11) yields an equivalent optimizing problem
to (8)

min ||w||1 + C
m∑

i=1

(yi − wT xi )
2. (13)

The Lagrangian function of (10) is

L2 := ||w||1 + Cξ + β
(||y − Xw||22 − ξ

)
(14)

where β ≥ 0 is the Lagrangian multiplier. With similar arguments to
above we have

∂L2

∂ξ
= C − β = 0. (15)

Substituting (15) into (14) yields an equivalent form of (10)

min ||w||1 + C||y − Xw||22. (16)

This formulation is the same as (13) with X = (x1, x2, . . . , xm )
T .

Therefore, (8), (10), (13), and (16) are equivalent.
Equation (16) is often called LASSO. In other words, the �1-norm

SVR with Gaussian-type noise is actually a LASSO problem.

III. ALGORITHMS FOR COMPARISON

Several efficient algorithms for �1-norm SVR and SC problems
are briefly reviewed in this section.

A. Newton Linear Programming
Consider a general LP problem

min cT x + dT y

s.t. Ax + B y ≥ b, E x + G y = h, x ≥ 0 (17)

where x ∈ R
n and y ∈ R

l are variables and c ∈ R
n , d ∈ R

l ,
A ∈ R

m×n , B ∈ R
m×l , E ∈ R

k×n , G ∈ R
k×l , b ∈ R

m , and h ∈ R
k

are constants, and its dual

min bT u + hT v

s.t. AT u + ET v ≤ c, BT u + GT v = d, u ≥ 0 (18)

where u ∈ R
m and v ∈ R

k are variables. The NLP algorithm applies
the Newton method to solve the exterior penalty function for the dual
problem

min ε(−bT u − hT v)+ 1

2
(||(AT u + ET v − c)+||2

+||BT u + GT v − d||2 + ||(−u)+||2) (19)

which is a completely unconstrained differentiable piecewise-
quadratic function that contains a single finite parameter. Both
�1-norm support vector classification and �1-norm SVR can be
written in the form of (17), and thus can be solved using NLP.
An NLP is proved faster than the simplex algorithm and interior
point algorithm for �1-norm SVM classification problem [21] and
regression problem [22] when the number of features are larger than
the number of samples.

B. Orthogonal Matching Pursuit

The orthogonal MP (OMP) method [11] is a greedy algorithm for
solving (9). With a finite bases set of size n, OMP converges to the
projection of y onto the span of the basis vectors in no more than
n iterations. It is a recursive method based on the MP algorithm [23].
It maintains full backward orthogonality of the residual at every step
and thereby leads to improved convergence. The kth iteration of the
OMP results in an intermediate representation of y in the form

y =
k∑

i=1

wi xi + Rk ( y) = yk + Rk ( y) (20)
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where yk is the current approximation and Rk( y) is the current
residual. The improvement of OMP based on MP is that it requires
〈Rk ( y), xi 〉 = 0. With a limited number of iterations N , where
N <= n, OMP obtains the best approximation of y using the N
basis vectors that have been selected from the basis matrix such that
||RN ( y)||22 is minimum. OMP was shown to be the most effective
algorithm for noise-free data among many SC algorithms for face
recognition [17].

C. Homotopy

The HOM algorithm [13]–[15] is an iterative method for
solving (16). An HOM exploits the fact that the objective func-
tion F(w) undergoes a HOM from the �2-norm constraint to the
�1-norm objective (16) as C increases. One can further show that
the solution path is piecewise constant as a function of C . Therefore,
we can get the solution path by constructing an increasing sequence
of C . It is only necessary to identify those breakpoints that lead
to changes of the support set of w∗

C , namely, either a new nonzero
coefficient (N0C) added or a previous N0C removed. If the ground
truth signal w has at most k nonzero components with k 
 n, HOM
can recover w in k iterations. It was reported that HOM achieved the
highest face recognition accuracy, while the computational cost was
comparable with other SC algorithms [17].

D. Alternating Direction Method

The alternating direction method (ADM) [24] is a fast algorithm
for solving the following structured optimization problem:

min f (x)+ g( y)

s.t. Ax + B y = b (21)

where x ∈ R
m , y ∈ R

n , and b ∈ R
p . f (x) : R

m → R and
g( y) : R

n → R are both convex functions. It is obvious that x and y
are decoupled in the objective function, and coupled only in the
constraint. The ADM utilizes the decoupled structure and replaces
the joint minimization by two simpler subproblems. Specially, ADM
minimizes x and y separately via a Gauss–Seidel type iteration.

Rewrite (16) as follows:

min ||w||1 + C||r||22
s.t. XT w + r = y. (22)

Then, ADM can be applied. The ADM was reported to be efficient
with random Gaussian basis set [17].

E. Feature Sign Search

The FSS method [16] also solves (16). The basic idea is to treat it
as an unconstrained quadratic optimization problem. If we know the
sign of wi at the optimal value, we can replace each of the terms |wi |
with either wi (if wi > 0), −wi (if wi < 0), or 0 (if wi = 0).
Then, the problem becomes a standard unconstrained quadratic
optimization problem, which can be solved analytically. The goal of
the FSS method degenerates to search the correct signs of wi . The
algorithm proceeds in a series of feature-sign steps. At each step,
it computes the analytical solution to the problem with current signs
of wi and updates the solution and the signs of wi with an efficient
line search strategy. Each step will reduce the objective function, and
the overall algorithm always converges to the optimal solution. An
FSS was shown to be much faster than least angle regression [25]
and grafting method [26] for learning sparse representation of natural
image patches [16].

Fig. 1. Comparison of the six algorithms with fixed n = 1000 and k = 100.
The curves show the average over 50 trials and the error bars show the standard
deviation.

IV. NUMERICAL COMPARISONS

We compared the SC algorithms described in the previous section
with NLP on some linear regression problems. Notice that both
(3) and (6) can be recast as LP problems and NLP was applied on both
of them. The algorithms are denoted by NLP0 and NLPE, respec-
tively. All algorithms were implemented in MATLAB and tested on
the same PC (Intel Core i5-3450 CPU 3.50 GHz, RAM 4.0 GB).

We designed the regression problems as follows. The sample
matrix X ∈ R

m×n was generated as a random Gaussian matrix. Each
entry in the matrix was independent and identically distributed, and
every column vector was normalized to unit �2-norm. Randomly set k
entries in the ground truth w0 to be nonzero and the others zero. The
nonzero values were drawn from a uniform distribution in [−5, 5].
The observed value y was calculated as y = Xw0. Then, a Gaussian
distribution noise was added to y. The signal to noise ratio is 20 dB.
To measure how the training time of each algorithm changes with
different m, n, and k, two parameters were fixed while the other
one was varied. The parameters of each algorithm were tuned by
cross-validation on a particular data set size (m = 500, n = 1000,
and k = 100).

The following quantities were used for evaluating the performances
of the algorithms.

1) Precision: TP/TP + FP, where TP stands for the number of
true positive samples and FP stands for the number of false
positive samples. Here, a nonzero element in the learned w

is called a true positive sample if the corresponding element
in w0 is also nonzero; otherwise it is called a false positive
sample.

2) Recall: TP/TP + FN, where TP is the same as above and FN
stands for the number of false negative samples. Here, a zero
element in the learned w is called a false negative sample if
the corresponding element in w0 is nonzero.

3) Error Rate: ||w − w0||2/||w0||2.
4) logT: The training time (seconds) in log10.

First, we fixed n and k to 1000 and 100, respectively, and
increased m from 100 to 1000 with a step size of 60. We had the
following observations (Fig. 1).

1) As the sample size m increased, the quality of solutions
obtained by all algorithms also increased (higher precision and
recall, and smaller testing error).
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Fig. 2. Comparison of the six algorithms with fixed m = 500 and k = 100.
The curves show the average over 50 trials and the error bars show the standard
deviation.

2) With m ≤ 500, none of the algorithms found the ground truth
solution.

3) With m > 500, OMP obtained the ground truth solution with
100% precision and recall. While other algorithms obtained an
approximate solution which was very close to the ground truth
solution.

4) With m > 500, the SC algorithms were much faster than the
two NLP algorithms.

Second, we fixed m and k to 500 and 100, respectively, and
increased n from 500 to 1500 with a step size of 125. We had the
following observations (Fig. 2).

1) All algorithms obtained high-quality solutions with a very small
testing error and 100% recall.

2) As the number of redundant features grew, the precision of all
algorithms decreased linearly. The OMP was more robust to
the redundant features than other algorithms.

3) NLP0 and NLPE took much longer training time than the
SC algorithms.

Finally, m and n were fixed to 500 and 1000, respectively, and
k was increased from 50 to 250 with a step size of 15 (Fig. 3).
The error rate of all algorithms were nearly zero when k < 100.
All SC algorithms ran much faster than NLP0 and NLPE. The
OMP and ADM were again the first and second in speed and OMP
selected the N0Cs perfectly. But when the ground truth solution
became dense (larger k), the average error rates of all algorithms
blew up very quickly and their precision and recall dropped down
dramatically. The OMP was most affected by dense ground truth
solutions, while ADM and FSS were most robust to dense ground
truth solutions.

In all of the three scenarios discussed above, NLP0 and NLPE
obtained solutions of similar quality, but the latter always took longer
training time. It is because that both algorithms solved the problem
in the dual space but the formulation (6) of NLPE has double number
of dual variables as the formulation (3) of NLP0.

Overall, on this synthetic problem, when the samples were enough
or the useful features were sparse enough, OMP performed best,
which followed ADM.

In general, increasing the sample size, the number of nonzero ele-
ments in the ground truth, or decreasing sample dimension make the
problem easier (higher precision and recall and smaller testing error).
Likewise, increasing the samples size also has the knock on effect

Fig. 3. Comparison of the six algorithms with fixed m = 500 and n = 1000.
The curves show the average over 50 trials and the error bars show the standard
deviation.

Fig. 4. Structure of the RBF network with a single output neuron.

of increasing training time as there is more data to process. But in
our results, the training times of SC algorithms decreased at first
then slowly increased as the sample size increased. It is because
the initial sample size was not enough for SC algorithms to get a
reasonable solution (Fig. 1). They spent more time on searching the
solution.

V. DESIGN OF RBF NEURAL NETWORK

The radial basis function (RBF) neural network is widely used
for nonlinear system modeling and identification due to their simple
topology [27]. Let x ∈ R

n denote the input of the network. The
output is

y =
M∑

j=1

θ jψ(||x − c j ||2, σ j ) (23)

where M is the number of hidden units, {θ1, . . . , θM } are the output
weights, ψ(.) is the Gaussian function, {c1, . . . , cM } are the centers,
and {σ1, . . . , σM } are the widths of the Gaussian functions. The
structure of the RBF network is shown in Fig. 4.

By defining

ψi, j = ψ(||xi − c j ||2, σ j ) (24)
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TABLE I
RESULT FOR THE NONLINEAR FUNCTION APPROXIMATION

the network output yi becomes

yi =
M∑

j=1

θ jψi, j (25)

which is an undetermined linear system if {ψi, j , yi } is given.
Model structure determination (how to calculate ψi, j from xi )

and parameter optimization (solving θ j ) are the two important
issues in RBF neural network design [28]. For the first issue, the
linear-in-the-parameter approach is often used [29]–[31]. In this
approach, all training samples are used as the candidate RBF centers
as ci = xi , and the Gaussian function widths are set a priori
σ j = σ0. With this setting, the �1-norm SVR can be used to
deal with the second issue by solving the undetermined linear
system (25). A well-known approach for dealing with the second
issue refers to the orthogonal least squares (OLS) [29]. Though many
years have passed, OLS remains to be one of the most efficient
algorithms for solving this problem [30]. In what follows we will
compare it with the �1-norm SVR and SC algorithms. The parameters
of each algorithm were tuned by cross-validation on a small
data set.

A. Noisy Nonlinear Function

We tested the performance of these algorithms with the RBF
network (25) on the problem of nonlinear fitting. We designed the
two nonlinear functions. The first one had a single variable

y1 = sin(x)

x
+ ln(x2 + 1)− e

|x |
10 . (26)

The second one had two variables

y2 = 3(1 − x1)
2e−x2

1 −(x2+1)2 − 10

(
x1

5
− x3

1 − x5
2

)

e−x2
1−x2

2

− 1

3
e−(x1+1)2−x2

2 . (27)

Then, we added Gaussian noises η1 and η2 to them, respectively.
η1 was sampled from a Gaussian distribution with mean 0 and
standard deviation 0.05 and η2 was sampled from a Gaussian distri-
bution with mean 0 and standard deviation 0.2. For the first problem,
1000 samples were generated where x was drawn from a uniformly
distribution in [−15, 15]. We randomly selected 800 samples for
training, and the rest for testing. The Gaussian function widths were
set to σ0 = 10. For the second problem, 49 × 49 samples were
generated in which x1 and x2 were both 49 linearly equally spaced
values from −3 to 3. We randomly selected 1500 points for training
and the rest for testing. The Gaussian function widths were set
to σ0 = 1. The regression results are shown in Table I, where the
mean squared testing error (MSE), the average training time (T ) and
the average number of nonzero elements in the solution N0C over
50 trials are reported. The N0C is the number of active hidden units
in the trained RBF neural networks which directly determines the
predicting time.

In all experiments presented hereafter, the one tailed t-test was used
to assess the statistical significance with p < 0.05 for comparison.
Before the t-test, the Kolmogorov–Smirnov test was used to verify
that all these results are Gaussian distributed with the significant
level 0.05.

For (26), the SC algorithms ran considerably faster than
OLS (Table I). The two NLP algorithms obtained solutions of
similar quality to OLS but ran slightly faster (p < 10−4) which is
in agreement with [22]. Among the SC algorithms, FSS obtained
almost the best testing accuracy (p < 0.06) with acceptable
training time and network size. An HOM obtained smallest model
(p < 10−4) and ADM took least time (p < 4 × 10−3)
but their prediction accuracy were lower (p < 10−4) than
other algorithms. The accuracy of OMP was not significantly
lower than the best FSS (p = 0.06), but its training time was
less than FSS (p < 10−4) and model size was smaller than
FSS (p = 0.02).

The result for (27) in Table I shows that, the four SC algorithms
were tens of times faster for training than the two NLP algorithms and
OLS. Among the SC algorithms, OMP and FSS predicted better than
HOM and ADM (p < 10−4). Compared with FSS, OMP achieved
a similar network size (p = 0.09) in less time (p < 10−4).

In summary, the SC algorithms were usually tens of times faster
than NLP and OLS, although none of them obtained higher prediction
accuracy and smaller N0C than NLP and OLS at the same time.
Among the four SC algorithms, no one outperformed others under
all of the three criteria.

B. Real-World Problems

We tested these algorithms on some real-world problems from
the University of California Irvine (UCI) regression database [32]
with the RBF network regression. Six regression data sets [Abalone,
Boston housing, Auto miles per gallon (MPG), Elevators, Census
(house8L), and Computer Activity] were used. The results are shown
in Table II. The average MSE, training time (T ), and the number
of N0C over 20 trials for each data set were reported. In each trail,
the samples were randomly split for training and testing. The size of
each training and testing data set are shown in Table II. The testing
time for all algorithms were almost the same (hundreds of times less
than their training time), so we did not concern it in comparison.

The observations are summarized as follows.

1) No algorithms had obtained the highest testing accuracy on all
data sets.

2) No algorithms had obtained the smallest N0C on all data sets.
3) The SC algorithms were tens of times faster than NLP0, NLPE,

and OLS for training. In particular, OMP was two orders of
magnitude faster than OLS. Among the SC algorithms, OMP
was the fastest, though this result was not always significant
(significant on Boston housing [p < 0.01], Auto MPG
[p< 10−4], Elevators [p< 10−4], and Census [p < 5×10−3]).
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TABLE II
RESULT ON THE UCI REGRESSION DATA SETS

VI. CONCLUSION

We explored the relationship between the �1-norm SVR and SC,
and compared the NLP algorithms, an efficient �1-norm SVR solver,
with some typical SC algorithms. The contribution of this brief is as
follows. First, we proved that the �1-norm SVR with Gaussian noise
is equivalent to SC. Second, through extensive experiments we found
that many SC algorithms were significantly more efficient than the
NLP algorithm for linear regression. As an application, we formulated
the design of RBF neural network as a linear regression problem.
Experiments on some benchmark data sets demonstrated the higher
efficiency of the SC algorithms compared with the well-known
method, the OLS algorithm. In particular, the OMP algorithm was
two orders of magnitude faster than OLS.
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