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A compact neural network for training support vector machines

Abstract

An analog neural network architecture for support vector machine (SVM) learning is presented in this letter, which is an improved version of a model proposed recently in the literature with additional parameters. Compared with other models, this model has several merits. First, it can solve SVMs (in the dual form) which may have multiple solutions. Second, the structure of the model enables a simple dual form which may have multiple solutions. Second, the structure of the model enables a simple, simpler model in terms of circuits implementation. Third, the model converges faster than its predecessor as indicated by empirical results.

1. Introduction

Engineering applications of artificial intelligence often require real-time solutions [1,2]. By employing artificial neural networks based on analog circuits implementation, the computing procedures are physically parallelled and distributed. After the pioneering work in this field by Hopfield and Tank [3,4], tremendous interests have been aroused for designing neural networks with analog circuits implementation in a variety of engineering applications (see [5–14] and references therein).

Support vector machines (SVMs) are widely used tools for classification [15] and regression [16]. It can be modeled as a quadratic programming (QP) problem, and therefore can be solved by some recurrent neural networks capable of solving this type of optimization problems, e.g., [17–20]. Specifically, [21] presents a one-layer recurrent neural network and [22] presents a simpler model in terms of circuits implementation. Both of the two networks converge to steady-states corresponding to the solutions of the SVMs under some conditions including:

- the Hessian of the objective function is positive definite; or
- the Hessian is positive semidefinite but the solution is unique.

In other words, the QP formulation has to be strictly convex, which may not be the case in many applications (see Remark 1). There exist some other networks which can potentially solve SVMs without strict convexity assumption (e.g., [18–20]), but none of them is as simple as the model in [22]. Then, is it possible to design a neural network that has this nice property but is very simple in structure?

In this letter, we present such a neural network for SVM learning. It is actually a model in [20] with additional parameters. Interestingly, this modification enables a very much simpler circuits implementation, which is comparable to the model in [22].

2. Architecture of the model

2.1. Preliminaries

Suppose that there are \( N \) training points for classification, where each input \( \mathbf{z}_i \in \mathbb{R}^M \) is in one of the two classes \( y_i = 1 \) and \( y_i = -1 \), i.e., the training data is \( (\mathbf{z}_i, y_i) \) for \( i = 1, \ldots, N \). It is well-known that the support vector machine (SVM) training problem for classification can be formulated as a convex quadratic programming (QP) problem [15]

\[
\begin{align*}
\min & \quad - \sum_{i=1}^{N} \alpha_i + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j \\
\text{s.t.} & \quad \sum_{i=1}^{N} \alpha_i y_i = 0, \quad 0 \leq \alpha_i \leq h, \quad \forall i = 1, \ldots, N,
\end{align*}
\]

where each input \( \mathbf{z}_i \in \mathbb{R}^M \) is in one of the two classes \( y_i = 1 \) and \( y_i = -1 \), i.e., the training data is \( (\mathbf{z}_i, y_i) \) for \( i = 1, \ldots, N \). It is well-known that the support vector machine (SVM) training problem for classification can be formulated as a convex quadratic programming (QP) problem [15]
where \( q_{ij} = y_iy_jK_{ij}(z_i,z_j) \) and \( K_{ij}(z_i,z_j) \) is the so-called kernel function which can take various forms, e.g., \( K_{ij}(z_i,z_j) = (z_i^Tz_j + 1)^p \) with \( p \) an integer. The kernel function must satisfy Mercer's condition and the \( N \times N \) dimensional matrix \( Q = (q_{ij}) \) must be positive semidefinite, which implies that the problem is convex. The parameter \( h > 0 \) is a user-defined constant to control the tradeoff between the maximization of the margin and the minimization of errors. The above problem is referred to as the dual formulation of the SVM.

### Remark 1
In many applications, \( Q \) may not be positive definite. For instance, in linear SVM, \( K_{ij} = z_i^Tz_j \) and \( Q \) can be written as \( AA^T \) where \( A = (y_1z_1,y_2z_2,\ldots,y_Nz_N)^T \in \mathbb{R}^{N \times M} \). When \( N > M \), which is often the case in practice, \( \text{rank}(Q) < N \) and \( Q \) is positive semidefinite only. For another instance, it is easy to show that when there are repeated samples in the training set, \( Q \) is singular and thus positive semidefinite only.

#### 2.2. Existing models

In this subsection, we briefly review a few state-of-the-art models for solving the SVM problem. A typical one-layer recurrent neural network is presented in [21] with the following dynamic equations:

\[
\tau x_i = -x_i + P \left( \sum_{j=1}^{N} (1-q_{ij})y_jy_i \mu + 1 \right), \quad \forall i = 1, \ldots, N, \\
\tau \mu = \sum_{i=1}^{N} y_i x_i, 
\]

(2)

where \( \tau > 0 \) is a time constant, \( P \) is a projection operator (activation function) defined as follows:

\[
P(x) = \begin{cases} 
0, & x \leq 0, \\
x, & 0 < x < h, \\
h, & x \geq h,
\end{cases}
\]

and \( x_i \) and \( \mu \) denote the states of the network, which are time-varying. In fact, \( x_i \) corresponds to the variable \( z_i \) in (1). Circuit implementation of this network follows the idea that each operator in this model can be implemented by a circuit module, e.g., an op-amp.

Another SVM network is presented in [22]. The dynamic equations are as follows:

\[
\tau x_i = 1 - \sum_{j=1}^{N} q_{ij}z_j - y_i \mu + d_i (x_i - x), \quad \forall i = 1, \ldots, N, \\
\tau \mu = \sum_{i=1}^{N} y_i z_i, 
\]

(3)

where \( d_i > 0 \) for all \( i = 1, \ldots, N, x_i = P(x_i) \) and other notations are the same as in (2). Note that, here it is \( x_i \) instead of \( x_i \) that corresponds to the variables of (1). Similar to the network (2), this network can be implemented by circuit modules, too. Its major advantage over the network (2) is that if \( d_i = 2 + \sum_{j=1}^{N} |q_{ij}| \), it can be implemented by a very simple circuit, which takes advantage of the nonlinear properties of op-amps.

In [20], a neural network was proposed for solving variational inequalities and convex optimization problems. When tailored for solving (1), it is governed by the following dynamic equations:

\[
\tau x_i = 1 - \sum_{j=1}^{N} (q_{ij} + y_iy_j)z_j - y_i \mu + x_i - x, \quad \forall i = 1, \ldots, N, \\
\tau \mu = \sum_{i=1}^{N} y_i z_i, 
\]

(4)

where \( z_i = P(x_i) \).

In terms of performance, the network (4) is superior to (2) and (3) because when the Hessian matrix \( Q \) is positive semidefinite, only (4) can guarantee the global convergence to solutions of the SVM (1). The other two require positive definiteness of \( Q \), or positive semidefiniteness of \( Q \) plus uniqueness of the solution. Therefore, the neural network (4) has broader applications than the other two. However, its structure is not as simple as (3). Note that there exist other neural networks capable of solving positive semidefinite SVMs (e.g., [18]), but their structures are not as simple as (3) either.

#### 2.3. A revised model

Let us revise the model (4) by adding a constant \( d_i > 0 \) for \( i = 1, \ldots, N, \) then the dynamic equations for the revised model are

\[
\tau x_i = 1 - \sum_{j=1}^{N} (q_{ij} + y_iy_j)z_j - y_i \mu + d_i (x_i - x), \quad \forall i = 1, \ldots, N, \\
\tau \mu = \sum_{i=1}^{N} y_i z_i, 
\]

(5)

where \( z_i = P(x_i) \).

If we set \( d_i = 2 + \sum_{j=1}^{N} |q_{ij} + y_iy_j|, \) there exists a very simple circuit for realizing this model as shown in Fig. 1, where (a) shows the block diagram and (b) shows the circuit realization scheme. Note that only the \( x_i \) equation is shown in Fig. 1(b). Here we set \( \mu_i \) slightly lower than \( VCC, \) then the equation governing this circuit is

\[
R_0 C_0 u_i = \frac{V_0}{R} \left( \sum_{j=1}^{N} (q_{ij} + y_iy_j)u_j - y_i \mu_i + \left( 2 + \sum_{j=1}^{N} q_{ij} + y_iy_j \right) (\mu_i - u_i) \right),
\]

where

\[
v_i = \begin{cases} 
0, & u_i \leq 0, \\
u_i, & 0 < u_i < V_i, \\
V_i, & u_i \geq V_i,
\end{cases}
\]

which is determined by the saturation property of the op-amp. Then \( v_i, u_i, \mu_i \) and \( R_0 C_0 \) correspond to \( x_i, \mu, \) and \( \tau \) in (5), respectively. For ensuring that the resistance \( R_0/(q_{ij} + y_iy_j) \) shown in Fig. 1(b) is always positive, the absolute value of \( q_{ij} + y_iy_j \) is used. So, if for some \( j, q_{ij} + y_iy_j \) is positive (negative), then the corresponding input voltage to the op-amp should be \( v_j (\rightarrow v_j). \)

In what follows, we will show that the additional constants \( d_i \) does not affect the stability property of the network. The analysis is followed by revising the proof for the network (4) presented in [20].

### 3. Stability analysis

Let \( S^* = \{ x^* \in \mathbb{R}^N | x^* \text{ solves (1)} \} \). First, we rewrite (5) in the vector form

\[
\tau \mathbf{x} = \mathbf{D}(\mathbf{x} - \mathbf{x}^*) - \mathbf{Q} \mathbf{x} + \mathbf{e} - \mathbf{y} (\mu + \mathbf{y}^T \mathbf{x}), \\
\tau \mathbf{\mu} = \mathbf{y}^T \mathbf{x},
\]

(6)

where \( \mathbf{x} = (x_1,x_2,\ldots,x_N)^T, \quad \mathbf{z} = (z_1,z_2,\ldots,z_N)^T, \quad \mathbf{e} = (1,\ldots,1)^T, \quad \mathbf{y} = (y_1,\ldots,y_N)^T, \quad \mathbf{Q} = [q_{ij}]_{N \times N}, \quad \mathbf{D} = \text{diag}(d_1,\ldots,d_N), \quad P(\mathbf{x}) = (P(x_1),\ldots,P(x_N))^T \) and the other notations are the same as before.

Let \( (\mathbf{x}^*,\mu^*) \) denote an equilibrium point of (6). We have the following results.

Lemma 1. A point $\gamma^* = ((x^*)^T, \mu^*)^T$ is an equilibrium point of (6) if and only if $\beta^* = (P(x^*), \mu^*)^T$ is a Karush–Kuhn–Tucker (KKT) point of the problem (1), where $x^* \in P(x^*) \in S^\omega$.

Proof. Since (1) is a special case of the problem studied in [23], it can be seen that a point $x^* \in S^\omega$ if and only if there exists $\mu^* \in R$ such that:

\[
\begin{cases}
    Z^* = P(x^*) - (Qx^* - e + y^*\mu^*), \\
y^* x^* = 0.
\end{cases}
\]

The point $\beta^* = ((x^*)^T, \mu^*)^T$ is called the KKT point. From [24], the first equation above is equivalent to

\[
(x - x^*)^T Q (x - x^*) - e + y^*\mu^*) \geq 0, \quad \forall \mathbf{v} \
\]

where $h = (h, \ldots, h)$. It can be seen that this equation is further equivalent to

\[
(z - z^*)^T (Qx^* - e + y^*\mu^*) \geq 0, \quad \forall \mathbf{v} \leq z \leq h, \quad i = 1, \ldots, N.
\]

(9)

Otherwise, there exists $j$ and $0 \leq z_j \leq h$ such that $(z_j - z_j^*)^T (Qx^* - e + y^*\mu^*) < 0$. Let $\mathbf{z} = (z_1^*, \ldots, z_{j-1}^*, z_j^*, z_{j+1}^*, \ldots, z_N^*)^T$, then

\[
(x - x^*)^T (Qx^* - e + y^*\mu^*) = (z - z^*)^T (Qx^* - e + y^*\mu^*) < 0,
\]

which contradicts (8). Since $d_i > 0$, (9) is equivalent to

\[
(z - z^*)^T (Qx^* - e + y^*\mu^*) \geq 0, \quad \forall \mathbf{v} \leq z \leq h, \quad i = 1, \ldots, N
\]

and in the sequel, equivalent to

\[
(x - x^*)^T (Qx^* - e + y^*\mu^*) \geq 0, \quad \forall \mathbf{v} \leq z \leq h.
\]

From [24], this equation is equivalent to

\[
x^* = P(x^* - D^{-1}(Qx^* - e + y^*\mu^*)),
\]

(10)

Therefore, (7) is equivalent to

\[
y^* x^* = 0.
\]

(11)

Now, let $P_D$ be the projection operator on $[0, h] \times R, \beta = (x^*, \mu)^T,$ and

\[
G(\beta) = \begin{cases}
x^* = P(x^* - D^{-1}(Qx^* - e + y^*\mu^*)), \\
y^* x^* = 0.
\end{cases}
\]

(12)

Then (11) becomes $\beta^* = P_D(G(\beta^*))$. Let $\gamma^* = ((x^*)^T, \mu^*)^T$ be an equilibrium point of (6). Clearly, it is a solution of $\gamma = G(P_D(\gamma))$. In addition, any solution of $\gamma = G(P_D(\gamma))$, say $\gamma^*$, corresponds to a solution of $\beta = P_D(G(\beta))$, i.e., $P_D(\gamma^*)$, which can be obtained by applying a projection operator to both sides of $\gamma^* = G(P_D(\gamma^*))$. In other words, every equilibrium point of (6) corresponds to a KKT point of the SVM problem.

Similar to Lemma 2 in [20], it can be proved that there is a bijective mapping between the solutions of $\beta = P_D(G(\beta))$ and the solutions of $\gamma = G(P_D(\gamma))$. Then, a point $\gamma^*$ is an equilibrium point of (6) if and only if $P_D(\gamma^*) = ((x^*)^T, \mu^*)^T$ is a KKT point of the SVM problem. Since $Q$ is positive semidefinite, any KKT point corresponds to a solution of the SVM problem. Hence, $x^* \in S^\omega$. This completes the proof. □

Theorem 1. If $S^\omega$ is not empty, then (6) always converges to a KKT point of the SVM problem, denoted by $((x^*)^T, \mu^*)^T$, so that $x^* = P(x^*) \in S^\omega$.

Proof. Define a function

\[
V(\gamma; \gamma^*) = \sum_{i=1}^{N} \gamma_i (x_i - x_i^*) + \frac{1}{2} \sum_{i=1}^{N} ((x_i^*)^2 - x_i^2) + \frac{1}{2} (\mu - \mu^*)^2.
\]

(13)

where $\gamma = ((x^*)^T, \mu^*)^T, \mathbf{z} = P(x)$ and $\gamma^* = ((x^*)^T, \mu^*)^T$ is an equilibrium point of (6). According to Lemma 4 in [20], $V(\gamma(t); \gamma^*)$ is non-negative and continuously differentiable on $R^{N+1}$, and its gradient is given by

\[
\nabla_{\gamma} V = \frac{x - x^*}{\mu - \mu^*}.
\]

(14)

Suppose that $\gamma(t)$ is the solution of (6) with initial condition $\gamma(0) = \gamma_0$. Following a similar procedure to that in [20], it is easy to calculate the time derivative of $V$ with respect to (6),

\[
\dot{V}(t) = (x - x^*)^T [D(x - x^*) - Qx + e - y^*(\mu + y^* x)] + (\mu - \mu^*) y^* x
\]

\[
= - (x - x^*)^T Q (x - x^*) + y^* (y - x^*))^2
\]

\[
= (x - x^*)^T D(x - x^*) - (x - x^*)^T (Qx^* - e + y^*\mu^*).
\]
Since \( Q \) is positive semidefinite, according to (8), if we can prove
\[
\psi(x,x^*) = (x-z^*)^T D(x-z) \geq 0,
\]
then \( V(t) \leq 0 \) for \( t \geq 0 \). This is actually true by noticing that
\[
\phi_i(x_i,x_i^*) = (x_i-z_i^*)^T d_i(x_i-x_i) \leq 0,
\]
which can be reasoned as follows.

(1) If \( 0 \leq x_i \leq h \), then \( x_i = x_i^* \) and \( \phi_i = 0 \).

(2) If \( x_i < 0 \), then \( x_i = 0 \) and \( \phi_i = (0-x_i^*)^T d_i(0-x_i) \leq 0 \) because \( 0 \leq x_i^* \).

(3) If \( x_i > h \), then \( x_i = h \) and \( \phi_i = (h-x_i^*)^T d_i(h-x_i) \leq 0 \) because \( 0 \leq x_i^* \).

Hence, \( \psi(x,x^*) = \sum \phi_i(x_i,x_i^*) \leq 0 \). The rest of the proof is similar to the arguments for proving Theorem 2 in [20], which is omitted here for brevity.

Theorem 1 shows that only positive semidefiniteness of \( Q \) is needed for ensuring the global convergence of the trajectory of (5), in contrast to the models (2) and (3) which require stronger conditions.

From the dynamic equations of the neural network (5), it differs from the neural network (4) only in the additional scaling factors \( d_i \). One may wonder the influence of these factors on the convergence rate of the network. Clearly, the function (13) can be used as a Lyapunov function for the network (4) and its time derivative with respect to (4) is
\[
\tau V(t) = -(x-z^*)^T Q(x-z^*)+y^T(y-x^*)
\]
\[
-(x-z^*)^T (x-z)-(x-z^*)^T (Qz^*-e+y^*)
\]
\[
\frac{d}{dt}V(t) = -(x-z^*)^T D(x-z) \geq (x-z^*)^T(x-z) \geq 0,
\]
as \( d_i \geq 2 \) for all \( i \). Hence, before convergence, with the same parameters \( \tau \) and \( h \), if at any time the states of the two neural networks are identical, then the Lyapunov function \( V(t) \) has the same positive value while it decreases faster with respect to (5) than with respect to (4). In other words, the neural network (5) converges to the correct states faster than (4) at such time instants. However, this does not mean that (5) always converges faster than (4) even with the same parameters and initial points, because after evolving sometime the states of the two networks will become different and the above relationship no longer holds. To test the convergence rates of the networks we then resort to numerical simulations [see Example 3 in the next section].

4. Numerical simulations

Example 1. We use the proposed SVM network to classify Fisher’s Iris data set (a detailed description of this data set can be found in ‘fisheriris’ in Matlab). There are 150 points in this data set. Three kinds of Iris are to be classified based on four attributes: petal length, petal width, sepal length and sepal width. We use the SVM to separate class 1 and class 2. Since there are 17 repeated training samples in the data set, the Hessian \( Q \) here is singular and positive semidefinite only. According to Theorem 1, the proposed network can guarantee the convergence of the solution in this scenario. We trained an SVM using 100 data point, with \( h=1 \) and a Gaussian kernel where \( \sigma=1 \). The trajectories of the five non-saturated \( x_i \) are depicted in Fig. 2(a), starting from the zero initial point. Since two of the data points are identical, only four trajectories are shown. The solution is characterized by 23 support vectors and with only one misclassified points. The separating function as well as the two attributes

\[
Q = \begin{pmatrix}
8 & -6 & -4 & 6 \\
-6 & 5 & 3 & -4 \\
-4 & 3 & 2 & -3 \\
6 & -4 & -3 & 5
\end{pmatrix}
\]
is semidefinite. Fig. 3(a) plots the state trajectories of \( (x(t),\mu(t))^T \) of the network (5) with the initial point \( (x_0^T,\mu_0)^T = (-1,-1,-1,-1,0)^T \), which reaches the solution \( \mathbf{x}^* = (1.1125,0.8869,1.1131,0.8873)^T \). Fig. 3(b) plots the state trajectories with the initial point \( (x_0^T,\mu_0)^T = (0,0,0,0,0)^T \), which reaches \( \mathbf{x}^* = (1.0640,0.9363,1.0637,0.9361)^T \). Both of them correspond to the same correct separating hyperplane.

Example 2. Consider training an SVM with the data in \( \mathbb{R}^2 \):
\[
z_1 = (2,2)^T, z_2 = (1,2)^T, z_3 = (1,1)^T, z_4 = (2,1)^T,
\]
with labels \( +1,-1,-1,1 \), respectively. For a linear SVM, the solution to the primal problem \( \mathbf{w} = (2,0)^T, \mu = -3 \), which correspond to the weights and bias of the hyperplane, respectively) is unique. But the corresponding \( z_i \)'s are not unique, because

\[
\begin{align*}
\mathbf{Q} & = \begin{pmatrix}
8 & -6 & -4 & 6 \\
-6 & 5 & 3 & -4 \\
-4 & 3 & 2 & -3 \\
6 & -4 & -3 & 5
\end{pmatrix} \\
\mathbf{y} & = \begin{pmatrix}
1.1125 \\
0.8869 \\
1.1131 \\
0.8873
\end{pmatrix}
\]
\]

Fig. 2. (a) Time evolution of \( x_i \) of the neural network (5) with \( \tau = 1 \mu s \). (b) Decision surface of the Iris data set using Gaussian kernel with \( h=1 \) and \( \sigma=1 \). The margin is indicated and the support vectors are highlighted.

Fig. 3. (a) The margin is indicated and the support vectors are highlighted.
Example 3. From the dynamic equations, it is seen that the neural network (5) differs from the neural network (4) only in the scaling factors $d_i$. In this example, through numerical simulations we test if the additional scaling factors introduced in the model brings any advantages or disadvantages in terms of the computing efficiency. A few sets of 2D training data with sample size $N$ were randomly generated, in which half of samples were generated through an isotropic Gaussian distribution with mean $(-3, -3)$ and the other half were generated through an isotropic Gaussian distribution with mean $(3,3)$. The standard deviations of the two Gaussians were both 2. The task was to separate the data with a linear SVM, similar to Example 2. The two neural networks (4) and (5) were both simulated for 30 trials starting from random initial points between $-50$ and 50. Whenever $\|cX(t)^T \mu(t)\|_2^2 \leq 10^{-5}$ was met, the simulation was terminated and the corresponding time $t$ was recorded as the time needed by the network for solving this particular problem.

The average computing time for different sample sizes $N$ are plotted in Fig. 4. It is seen from the figure that the network (5) is faster than the network (4). This conclusion is supported by the one-tailed $t$-tests. In fact, the $p$ values for $N=10, 12, 16, 20$ are, respectively, 0.017, 0.015, 0.010, $3.9 \times 10^{-5}$.

5. Concluding remarks

In this letter, a compact neural network architecture for solving support vector classification problems is presented. The model has several advantages compared with existing ones. First, its structure enables simple circuit realization by taking advantage of the inherent properties of op-amps. Second, it only requires convexity of the problem rather than strict convexity, which is in contrast to the models proposed in [21,22]. In terms of the dynamic equations, this model is actually an improved version of an existing neural network with additional scaling factors. Numerical simulations indicate that these scaling factors can speed up the convergence rate, which can be regarded as the third advantage. Finally, the model can be easily extended for solving convex quadratic programming problems.
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