Dynamic system methods for solving mixed linear matrix inequalities and linear vector inequalities and equalities
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Abstract

A novel idea is proposed for solving a system of mixed linear matrix inequalities and linear vector inequalities and equalities. First, the problem is converted into an unconstrained minimization problem with a continuously differentiable convex objective function. Then, a continuous-time dynamic system and a discrete-time dynamic system are proposed for solving it. Under some mild conditions, the proposed dynamic systems are shown to be globally convergent to a solution of the problem. The merits of the methods refer to their simple numerical implementations and capability for handling nonstrict LMIs easily. In addition, the methods are promising in neural circuits realization, and therefore have potential applications in many online control problems. Several numerical examples are presented to illustrate the performance of the methods and substantiate the theoretical results.

1. Introduction

Linear matrix inequalities (LMIs) have been playing an increasingly important role in the field of optimization and control theory because a wide variety of problems (linear and convex quadratic inequalities, matrix norm inequalities, convex constraints etc.) can be written as LMIs [1–3]. In addition, LMIs have found many applications in exploring properties of recurrent neural networks, as their stability conditions are often expressed with the aid of LMIs (see, e.g., [4–7]).

LMIs are a class of convex optimization problems, and there exist many methods for solving them, e.g., the ellipsoid algorithm [8], the projective algorithm [9], and various interior-point methods (e.g., [10,11]). See [1,3] for excellent surveys of these methods. In the paper, two dynamic system methods are proposed for solving LMIs. The motivation is twofold. One reason is that analog neural computing defined by dynamic systems is regarded as a very promising approach for solving computationally expensive problems in real-time [12–14,22,15–17,19–21,23,26,25,27,24,18], and it is believed that the current research may pave a way for designing more powerful recurrent neural networks for solving LMIs. In 2000, a novel neural network method was proposed for solving LMIs [28]. The basic idea involves two steps. First, construct an energy function whose minima correspond to the solutions of the LMI. Second, construct a dynamic system with its right-hand-side being the negative gradient of the energy function. Solving this dynamic system will lead to a solution of the LMI. The limitation of this approach lies in its inability to handle nonstrict LMIs because it adopts the Cholesky factorization of positive definite matrices which cannot be generalized to positive semidefinite matrices. The other reason is that understanding the properties and features of such dynamic systems is helpful for developing new efficient iterative algorithms for solving LMIs. Some merits can be extracted from the dynamic systems. For example, it is known that many popular numerical algorithms such as the aforementioned interior-point algorithms [10,11,13] handle strict LMIs only, and in order to achieve a solution on the
Proposition 1. Let $U$ and $a$ the generalized Lyapunov inequality that most LMIs commonly encountered in control applications are not expressed in the canonical form (1), for instance, solved in Lin et al. [28] and the following inequality boundary of the feasible region, theoretically, some parameters in these algorithms should approach infinity. It will be seen in practice, however, the parameters only need to increase to some values to achieve specified solution accuracy.

2. Problem formulation

The standard linear matrix inequality (LMI) problem is to find a vector $x \in \mathbb{R}^m$ such that

$$N(x) \triangleq N_0 + \sum_{i=1}^{m} N_i x_i \geq 0,$$

(1)

where $N_i \in \mathbb{S}^n; i = 0,1, \ldots, m$. The equation is called a nonstrict LMI; correspondingly, $N(x) > 0$ is called a strict LMI. Note that most LMIs commonly encountered in control applications are not expressed in the canonical form (1), for instance, the generalized Lyapunov inequality

$$BPA + A^T PB^T + D < 0, \quad P > 0$$

studied in Lin et al. [28] and the following inequality

$$(A^T P - PA - Q, PB) \geq 0$$

(2)

studied in Boyd et al. [1], where $A, B, D = D^T > 0, \ Q = Q^T, \ R = R^T > 0$ are given matrices and $P^T = P$ is the matrix variable. It is easy to rewrite such LMIs in the canonical form (1) by using the following results, which can be deduced easily.

Proposition 1. Let $U \in \mathbb{R}^{n \times m}, \ P \in \mathbb{R}^{m \times m}, \ V \in \mathbb{R}^{m \times r}$ be three matrices whose scalar forms are, respectively, defined as $(u_{ij})_{n \times m}, (p_{ij})_{m \times m}, (v_{ij})_{m \times r}$. Then the following hold:

1. $UP = \sum_{i=1}^{m} \sum_{j=1}^{r} p_{ij} K(p_{ij}),$ where $K(p_{ij}) = \{k_{ij}\}_{n \times m}$ with $k_{ij} = u_{ij}$ if $j = t$ and 0 otherwise,

2. $PV = \sum_{i=1}^{m} \sum_{j=1}^{r} p_{ij} K(p_{ij}),$ where $K(p_{ij}) = \{k_{ij}\}_{m \times m}$ with $k_{ij} = v_{ij}$ if $i = s$ and 0 otherwise,

3. $UPV = \sum_{i=1}^{m} \sum_{j=1}^{r} p_{ij} K(p_{ij}),$ where $K(p_{ij}) = \{k_{ij}\}_{n \times r}$ with $k_{ij} = u_{ij} v_{ij}$.

Many popular methods, e.g., [9,28], solve strict LMIs; or treat nonstrict LMIs as strict LMIs with some degree of approximation (e.g., any interior-point method). However, such methods may fail on some nonstrict LMIs. A simple example is to solve $\text{diag}(x, -x) \geq 0$ where $x$ is a scalar. The only solution is $x = 0$ and any small perturbation to it will lead to an infeasible
solution. In fact, every nonstrict LMI involves an implicit equality constraint \[1\]. Theoretically, any feasible nonstrict LMI (including the above example) can be reduced to an equivalent feasible strict LMI by eliminating implicit equality constraints and then reducing the resulting LMI by removing any constant nullspace. But in practice this is a tough task (see \[1, \text{pp. 20–21}\] for an impression of how tough the task is, where a simple nonstrict Lyapunov inequality is converted to a strict LMI), which turns out not to be a wise idea for solving nonstrict LMIs.

In the paper, I consider solving a more general problem: find a vector \( x \in \mathbb{R}^m \) such that the following hold
\[
Ax \geq b, \quad CX = d, \quad N(x) \geq 0.
\]
where \( A \in \mathbb{R}^{p \times m}, b \in \mathbb{R}^p, C \in \mathbb{R}^{q \times m}, d \in \mathbb{R}^q \) and \( N(x) \) is defined in (1). Note that the linear vector inequality \( Ax \geq b \) can be written in the form of LMI (1) as well. But in general LMIs are harder to deal with than linear vector inequalities, therefore \( Ax \geq b \) is not put into the LMI form. In what follows, the solution set of (3) is denoted by \( X^* \).

Problem (3) includes many problems as special cases. For example, consider the linear semidefinite programming problem:

minimize \( h^T y \)
subject to \( F(y) = F_0 + \sum_{i=1}^{m_1} F_i y_i \geq 0. \)

where \( h, y \in \mathbb{R}^{m_1} \) and \( F_i \in \mathbb{S}^{n_i} (i = 0, 1, \ldots, m_1) \). The dual problem is \[2\]
maximize \( -\text{tr}(F_0 W) \)
subject to \( \text{tr}(F_i W) = h_i, \quad i = 1, \ldots, m_1, \)
\( W \in \mathbb{S}^{n_1} \).

In view that \( W \) is symmetric, only \( n_1(n_1 + 1)/2 \) components are independent. Let \( W = \{w_j\}_{n_1 \times n_1} \). By introducing a new variable
\[
z = \{(w_{11}, \ldots, w_{m_1}), (w_{22}, \ldots, w_{n_2}), \ldots, (w_{m_1 n_1})^T \in \mathbb{R}^r \}
\]
where \( r = n_1(n_1 + 1)/2 \), and an operator
\[
\nabla \in \mathbb{S}^n \rightarrow \mathbb{R}^r,
\]
\[
\nabla(K) = ((k_{11}, 2k_{21}, \ldots, 2k_{n_1 1}), (k_{22}, 2k_{32}, \ldots, 2k_{n_2 2}), \ldots, (k_{n_1 n_1})^T)
\]
where \( K = \{k_j\}_{n_1 \times n_1} \), the dual problem can be rewritten as:
maximize \( -\nabla(F_0)^T z \)
subject to \( Q z = h, \)
\[
\sum_{i=1}^{m_1} G_i z_i \geq 0,
\]
where \( Q = (\nabla(F_1), \ldots, \nabla(F_{m_1}))^T \) and \( G_i = \{g^{(i)}_j\} \in \mathbb{S}^{n_i} \) with
\[
g^{(i)}_j = \begin{cases} 1 & \text{if } z_j \text{ corresponds to } w_{jk} \text{ in } (5), \\ 0 & \text{otherwise}, \end{cases}
\]
and \( g^{(i)}_j = g^{(j)}_i \), for all \( j, k = 1, \ldots, n_1 \) and \( j \neq k \). According to the primal-dual theorem \[3\], under some standard constraint qualifications, a point \( y \) solves the primal problem (4) if and only if there exists \( z \in \mathbb{R}^r \) such that the following holds:
\[
\begin{cases}
    h^T y = -\nabla(F_0)^T z, \\ F_0 + \sum_{i=1}^{m_1} F_i y_i \geq 0, \\ \sum_{i=1}^{m_1} G_i z_i \geq 0.
\end{cases}
\]

This system can be put in the form of (3) with
\[
X = \begin{pmatrix} y \\ z \end{pmatrix}, \quad C = \begin{pmatrix} h^T \\ 0_{m_1 \times m_1} \end{pmatrix}, \quad d = \begin{pmatrix} 0 \\ h \end{pmatrix}, \quad N_i = \begin{pmatrix} F_i \\ 0_{m_i \times m_i} \end{pmatrix}, \quad \forall i = 1, \ldots, m_1,
\]
\[
N_i = \begin{pmatrix} 0_{m_i \times m_i} \\ G_i \end{pmatrix}, \quad \forall i = m_1 + 1, \ldots, m_1 + r,
\]
and \( A = 0, b = 0. \)

For the convenience of later discussion, the following chain rule for computing the derivatives of compound functions is introduced.

**Lemma 1.** Suppose that there are two continuously differentiable functions \( h : \mathbb{R}^{n \times n} \rightarrow \mathbb{R} \) and \( g : \mathbb{R}^m \rightarrow \mathbb{R}^{n \times n} \). Define a compound function \( f = h \circ g : \mathbb{R}^m \rightarrow \mathbb{R} \) as
\[
f(x) = h(g(x)), \quad \text{dom } f = \{x \in \text{dom } g | g(x) \in \text{dom } h\}.
\]
Lemma 3. Let \( C_1 \) be a closed convex set in a Euclidean space \( L \) endowed with any inner product \( \langle \cdot, \cdot \rangle \) and norm \( \| \cdot \| \), and let \( x^+ \) denote the projection of a point \( x \in L \) onto \( C_1 \), i.e., \( x^+ = \arg \min_{y \in C_1} \| x - y \| \).

Then

\[
\frac{\partial f(x)}{\partial x} = \begin{pmatrix}
\langle \partial h_1 / \partial g, \partial g / \partial x_1 \rangle \\
\vdots \\
\langle \partial h_m / \partial g, \partial g / \partial x_m \rangle
\end{pmatrix},
\]

where the derivative of the scalar valued-function \( f \) with respect to a matrix \( g \) is defined by

\[
\frac{\partial f}{\partial g} = \left\{ \frac{\partial f}{\partial g_{ij}} \right\}_{i,j=1, \ldots, n},
\]

and the derivative of \( g \) with respect to a scalar \( x_k \) is defined by

\[
\frac{\partial g}{\partial x_k} = \left\{ \frac{\partial g_{ij}}{\partial x_k} \right\}_{i,j=1, \ldots, n}, \quad k = 1, \ldots, m.
\]

Proof. The result follows from

\[
\frac{\partial f(x)}{\partial x_k} = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial f}{\partial g_{ij}} \frac{\partial g_{ij}}{\partial x_k} = \langle \partial h_i / \partial g, \partial g / \partial x_k \rangle, \quad \forall k = 1, \ldots, m,
\]

immediately by considering the definition of inner product of two matrices. \( \Box \)

Similar to [14], an energy function associated with problem (1) is defined first:

\[
E(x) = \frac{1}{2} \{ \| Ax - b - (Ax - b)^+ \|^2 + \| Cx - d \|^2 + \| N(x) - N(x)^+ \|^2 \},
\]

where \((\cdot)^+\) stands for a projection operator. Specifically, if \( x \in \mathbb{R}^n \), \( x^+ \) denotes its projection onto \( \mathbb{R}^n_+ \); if \( M \in \mathbb{S}^n \), then \( M^+ \) denotes its projection onto \( \mathbb{S}_+^n \). The following two lemmas disclose some basic properties of these projections.

Lemma 2 [30]. Let \( \Omega \) be a closed convex set in a Euclidean space \( L \) endowed with any inner product \( \langle \cdot, \cdot \rangle \) and norm \( \| \cdot \| \), and let \( x^+ \) denote the projection of a point \( x \in \Omega \) onto \( \Omega \), i.e., \( x^+ = \arg \min_{y \in \Omega} \| x - y \| \). Then for any \( x, y \in L \) and any \( v \in \Omega \), we have

\[
\langle x^+ - x, v - x^+ \rangle \geq 0,
\]

and

\[
\| x^+ - y^+ \| \leq \| x - y \|.
\]

Lemma 3. Let \( \Omega, L, \langle \cdot, \cdot \rangle, \| \cdot \| \) be defined the same as in Lemma 2. Then the function \( f : L \to \mathbb{R} \) defined as \( f(x) = \| x - x^+ \| \) is convex in \( x \), i.e.,

\[
f(\theta x + (1 - \theta) y) \leq \theta f(x) + (1 - \theta) f(y), \quad \forall x, y \in L \text{ and } 0 \leq \theta \leq 1.
\]

Moreover, the function \( g : L \to \mathbb{R} \) defined as \( g(x) = \| x - x^+ \|^2 \) is convex in \( x \), too, and continuously differentiable with gradient \( \nabla g(x) = 2(x - x^+) \).

Proof. Since \( \Omega \) is convex and \( x^+, y^+ \in \Omega \), we have \( \theta x^+ + (1 - \theta) y^+ \in \Omega \) for \( 0 \leq \theta \leq 1 \). Let \( u = \theta x + (1 - \theta) y \) and \( v = \theta x^+ + (1 - \theta) y^+ \). According to the definition of the projection operator we have

\[
f(\theta x + (1 - \theta) y) = \| u - u^+ \| \leq \| u - v \|.
\]

The convexity of \( f \) then follows from the fact

\[
\| u - v \| = \| \theta x + (1 - \theta) y - \theta x^+ - (1 - \theta) y^+ \| \leq \| \theta x - \theta x^+ \| + \| (1 - \theta) y - (1 - \theta) y^+ \| = \theta \| x - x^+ \| + (1 - \theta) \| y - y^+ \|.
\]

Similarly,

\[
g(\theta x + (1 - \theta) y) = \| u - u^+ \|^2 \leq \| u - v \|^2.
\]

By noticing that

\[
\theta(1 - \theta)\| (x - x^+) - (y - y^+) \|^2 = \theta(1 - \theta)\| x - x^+ \|^2 + (\theta - \theta^2)\| y - y^+ \|^2 - 2\theta(1 - \theta)\langle x - x^+, y - y^+ \rangle
\]

\[
= \theta\| x - x^+ \|^2 + (1 - \theta)\| y - y^+ \|^2 - \theta^2\| x - x^+ \|^2 - (1 - \theta)^2\| y - y^+ \|^2 - 2\theta(1 - \theta)\langle x - x^+, y - y^+ \rangle
\]

\[
= \theta\| x - x^+ \|^2 + (1 - \theta)\| y - y^+ \|^2 - \| \theta x - \theta x^+ + (1 - \theta) y - (1 - \theta) y^+ \|^2
\]

\[
= \theta g(x) + (1 - \theta) g(y) - \| u - v \|^2 \geq 0,
\]
we can conclude the convexity of $g(x)$. Define a function $\bar{g}: L \times L \rightarrow \mathbb{R}$ as $\bar{g}(x, y) = \|x - y\|^2$, then $g(x) = \min_{y \in L} \bar{g}(x, y)$.

Notice that $\bar{g}$ is continuously differentiable in both $x$ and $y$, and the minimum solution of the right-hand-side of above equation is uniquely attained at $y^* = x^*$ for any fixed $x \in L$, then it follows from [31, Chapter 4, Theorem 1.7] that $g(x)$ is differentiable and $\nabla \bar{g}(x, y)|_{y = y^*} = 2(x - x^*)$. □

Lemma 3 shows that the distance (in any norm) to the nearest point in a closed convex set $Q$, defined as $f(x)$, is a convex function. I would like to mention that the distance (in any norm) to the farthest point in an arbitrary set $C \subseteq L$, defined as $\bar{f}(x) = \sup_{y \in C} \|x - y\|$, is also a convex function [29, p. 81].

**Lemma 4.** [32] Let $X \in S^n$ be a given symmetric matrix and let $X = QDQ^T$ be the eigenvalue–eigenvector decomposition of $X$, where $D$ is a diagonal matrix of eigenvalues and $Q$ is an orthogonal matrix of normalized eigenvectors. Then $X^* = QD^+Q^T$, where $D^+$ denotes the diagonal matrix obtained by replacing the negative components of $D$ by zeros.

Clearly, for any scalar $a$ we have $a - a^* = -(a)^*$. Then for any vector $a$ we have $a - a^* = -(a)^*$. Moreover, from Lemma 4, it is easy to see that $M - M^* = -(M)^*$ where $M \in S^n$. Let $E_i(x), i = 1, \ldots, 3$ denote the three terms in $E(x)$ in (7) from left to right. Then, from Lemmas 1 and 3 we can deduce the following theorem easily.

**Theorem 1.** The function $E(x) = \sum_{i=1}^3 E_i(x)$ is convex and continuously differentiable with gradient $\nabla E(x) = \sum_{i=1}^3 \nabla E_i(x)$, where

\[
\nabla E_1(x) = A^T[(Ax - b) - (Ax - b)^+] = -A^T(b - Ax)^+,
\]

\[
\nabla E_2(x) = C^T(Cx - d),
\]

\[
\nabla E_3(x) = \begin{bmatrix}
\langle N_i(x) - N_i(x)^+, N_i \rangle \\
\vdots \\
\langle N_m(x) - N_m(x)^+, N_m \rangle
\end{bmatrix} = \begin{bmatrix}
\langle (N_i(x))^+, N_i \rangle \\
\vdots \\
\langle (N_m(x))^+, N_m \rangle
\end{bmatrix}.
\]

Moreover, $E(x) \geq 0$, and the equality holds if and only if $x \in \mathbb{R}^n$. In what follows, let $\mathbb{R}^1 = \{x \in \mathbb{R}^m | E(x) \leq E(y), \forall y \in \mathbb{R}^m\}$. Clearly, $\mathbb{R}^1 = \mathbb{R}^n$ if $\mathbb{R}^1 \neq \emptyset$, i.e., system (3) is solvable.
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**Fig. 1.** Block diagram of the neural network for realizing continuous-time dynamic system (10). In the left dashed rectangle, the vector $x$ is decomposed to components, while in the right dashed rectangle, some scalars join together to constitute a vector.
3. Dynamic system methods

3.1. Description of dynamic systems

Using the standard gradient descent method for the minimization of the function $E(x)$ in (7) we can derive the following continuous-time dynamic system

$$\frac{dx}{dt} = -\mu \nabla E(x)$$

(10)

and the corresponding discrete-time dynamic system

$$x^{k+1} = x^k - \eta \nabla E(x^k)$$

(11)

to solve (3), where $\nabla E$ is given in Theorem 1 and $\mu, \eta > 0$ are user-defined parameters.

It is seen that both of the two dynamic systems involve computing of the projections of vectors and matrices onto convex cones $\mathbb{R}_e^p$ and $\mathbb{S}_+^m$, respectively. The former can be readily calculated as $x^- = (x_1^- , \ldots , x_m^- )$ with $x_i^- = \max(x_i, 0)$, the latter, however, can not be calculated directly. In the paper, the method suggested by Lemma 4 is used.

3.2. Global convergence

In order to prove the convergence result of the continuous-time dynamic system (10), the following lemma is needed.

Lemma 5.

1. $\mathcal{X}^* = \mathcal{X}^! \neq \emptyset$, where $\mathcal{X}^*$ stands for the equilibrium set of (10).
2. For any initial point $x(t_0) = x^0 \in \mathbb{R}^m$, there exists a unique solution $x(t)$ to (10) for $t \in [t_0, \tau)$.

Proof. Since $E(x)$ defined in (7) is lower bounded, $\mathcal{X}^! \neq \emptyset$. The fact $\mathcal{X}^* = \mathcal{X}^!$ follows from the equivalence between $x \in \mathcal{X}^!$ and $\nabla E(x) = 0$ as $E(x)$ is convex and continuously differentiable. Now I prove the second part of the lemma by showing that the right-hand-side of (10), denoted by $H(x)$, is Lipschitz continuous in $\mathbb{R}^m$. Actually, for any $x,y \in \mathbb{R}^m$, we can deduce

$$\|H(x) - H(y)\|_2 \leq \frac{3}{2} \|\nabla E_i(x) - \nabla E_i(y)\|_2$$

$$\leq \|A\|_2 (\|b - Ax\|^2 + \|b - Ay\|^2 + \|C^T C\|_2 \|x - y\|_2 + \sum_{i=1}^m \|(x)\|^2 - (y)\|^2 \|N_i\|_2$$

$$\leq \|A\|_\infty (\|b - Ax\|_2 + \|C^T C\|_\infty \|x - y\|_2 + \sum_{i=1}^m \|(x)\|^2 - (y)\|^2 \|N_i\|_\infty$$

$$\leq (\|A\|^2 + \|C^T C\|_\infty \|x - y\|_2 + \sum_{i=1}^m \|N_i(x) - N_i(y)\|_\infty \|N_i\|_\infty$$

where Lemma 2, the Cauchy–Schwarz inequality and the fact that the $l_2$-norm of a matrix is equal to or smaller than its Frobenius norm are used. Note that

$$\text{vec}(N(x) - N(y)) = \sum_{i=1}^m \text{vec}(N_i)(x_i - y_i) = (\text{vec}(N_1) \cdots \text{vec}(N_m))^T \begin{pmatrix} x_1 - y_1 \\ \vdots \\ x_m - y_m \end{pmatrix} = \overline{N}(x - y),$$

where $\overline{N} = (\text{vec}(N_1), \ldots , \text{vec}(N_m)) \in \mathbb{R}^{p \times m}$. Then $\|N(x) - N(y)\|_2 = \|\text{vec}(N(x) - N(y))\|_2 = \|\overline{N}(x - y)\|_2$. Using these facts, we can obtain

$$\|H(x) - H(y)\|_2 \leq (\|A\|_\infty^2 + \|C^T C\|_\infty + \|N\|_\infty \sum_{i=1}^m \|N_i\|_\infty) \|x - y\|_2.$$
Hence $H(x)$ is Lipschitz continuous in $\mathbb{R}^m$. According to the existence theorem of ordinary differential equations, there exists a unique solution to the dynamic system \((10)\) for $t \in [t_0, \tau)$. The proof is completed. □

**Theorem 2.** The continuous-time dynamic system \((10)\) is stable in the sense of Lyapunov and globally convergent to a point in $\mathbb{R}^1$.

In view of Lemma 5 and the fact that there always exists at least one finite point $x^* \in \mathbb{R}^1$, Theorem 2 can be established without much difficulty by following similar lines in the proof of Theorem 1 in Xia et al. [14]. The only difference is that one should choose a reference point $x^*$ in $\mathbb{R}^1$ instead of $x^*$ in the proof. For brevity, the details are omitted here. The following important result is a direct consequence of Theorem 2.

**Corollary 1.** If system \((3)\) is solvable, i.e., $\mathbb{R}^1 \neq \emptyset$, then the continuous-time dynamic system \((10)\) globally converges to a point in $\mathbb{R}^1$.

**Remark 1.** If the LMI in \((3)\) is absent, Corollary 1 reduces to Theorem 1 in Xia et al. [14]. In other words, [14] does not ascertain the global convergence of the corresponding dynamic system when \((3)\) without LMI is unsolvable; while this result can be ascertained according to Theorem 2.

In view of the above results, if the dynamic system \((10)\) converges to a point which does not solve \((3)\), then \((3)\) has no solution. This statement is useful in checking stability of many control systems and recurrent neural networks.

In what follows the convergence of the discrete-time dynamic system \((11)\) is investigated. First, two lemmas are introduced.

**Lemma 6.** For any $x, y \in \mathbb{R}^m$,

$$E(x) \leq E(y) + \nabla E(y)^T (x - y) + \frac{1}{2} \left( \|A^T A + C^T C\|_{\infty} + \|N\|_2^2 \right) \|x - y\|_2^2,$$

where $N = (\text{vec}(N_1), \ldots, \text{vec}(N_m))$.

**Proof.** Let $E_{12}(x) = E_1(x) + E_2(x)$. According to Proposition 3 in Xia et al. [14], we have

$$E_{12}(x) \leq E_{12}(y) + \nabla E_{12}(y)^T (x - y) + \frac{1}{2} \|A^T A + C^T C\|_{\infty} \|x - y\|_2^2. \tag{12}$$

Regarding $E_3(x)$, the following holds

$$E_3(y) - E_3(x) + \langle N(y) - N(y)^+, N(x) - N(y) \rangle + \frac{1}{2} \|N(x) - N(y)\|_F^2 \geq \frac{1}{2} \|N(y) - N(y)^+\|_F^2 + \frac{1}{2} \|N(x) - N(y)\|_F^2 - \frac{1}{2} \|N(x) - N(x)^+\|_F^2 \geq 0.$$

The last inequality above follows from the fact that $N(x)^+$ is nearest to $N(x)$ among all points in $\mathbb{R}^n_+$. By noticing

$$\langle N(y) - N(y)^+, N(x) - N(y) \rangle = \left( \sum_{i=1}^m N_i(x_i - y_i) \right) = \sum_{i=1}^m \langle N(y) - N(y)^+, N_i(x_i - y_i) \rangle = \langle N(y) - N(y)^+, N_1 \rangle \cdots \langle N(y) - N(y)^+, N_m \rangle \quad \text{and}$$

$$\|N(x) - N(y)\|_F^2 = \|\text{vec}(x - y)\|_2^2 \leq \|N\|_2^2 \|x - y\|_2^2$$

we have

$$E_3(x) \leq E_3(y) + \nabla E_3(y)^T (x - y) + \frac{1}{2} \|\text{vec}(x - y)\|_2^2. \tag{13}$$

Adding \((12)\) and \((13)\) yields the desired result. □

**Lemma 7.**

(1) For any $x^* \in \mathbb{R}^1$,

$$(x - x^*)^T \nabla E(x) \geq E(x) - E(x^*).$$
(2) For any \( x' \in \mathbb{X} \),
\[
(x - x')^T \nabla E(x) \geq 2E(x).
\]

**Proof.** The first part follows from a basic property of any continuously differentiable convex function \([29]\). I now prove the second part. Regarding \( E_1(x) \), we have
\[
(x - x')^T \nabla E_1(x) = (x - x')^T \nabla^2 \left[ (Ax - b) - (Ax - b)^+ \right]
\]
where Lemma 2 is used. Similarly we can show that
\[
The second part. Regarding \( \text{(2)} \) For any \( x/C_3 2 X/C_3, \quad \langle x /C_0 x/C_3 \rangle \rangle = 2E_3(x). \]
Regarding \( E_2(x) \), we have
\[
(x - x')^T \nabla E_2(x) = (Cx - Cx')^T (Cx - d) = 2E_2(x).
\]
Adding the above three equations yields the desired result. □

The theorem can be established similarly to **Theorem 2** in Xia et al. \([14]\).

**Theorem 3.** The sequence \( \{x^k\} \) generated by \((11)\) is globally convergent to a point in \( \mathbb{X} \) if \( 0 < \eta \leq 1/\rho \) where \( \rho = \|A^T A + C^T C\|_2 + \|\mathcal{N}\|_2^2 \)
with \( \mathcal{N} \) defined in **Lemma 6.**

**Proof.** From **Lemma 6** we have
\[
E(x^{k+1}) \leq E(x^k) + (x^{k+1} - x^k)^T \nabla E(x^k) + \frac{1}{2} \left( \|A^T A + C^T C\|_2 + \|\mathcal{N}\|_2^2 \right) \|x^{k+1} - x^k\|_2^2.
\]
Substituting \((11)\) into above yields
\[
E(x^{k+1}) \leq E(x^k) - \eta \|\nabla E(x^k)\|_2^2 + \frac{\eta^2}{2} \left( \|A^T A + C^T C\|_2 + \|\mathcal{N}\|_2^2 \right) \|\nabla E(x^k)\|_2^2.
\]
Therefore the sequence \( \{E(x^k)\} \) is monotonically deceasing and bounded above. Moreover,
\[
\|\nabla E(x^k)\|_2^2 \leq \frac{2}{n(2 - \rho \eta)} (E(x^k) - E(x^{k+1})).
\]
Then
\[
\sum_{k=1}^{m} \|\nabla E(x^k)\|_2^2 \leq \frac{2}{n(2 - \rho \eta)} \sum_{k=1}^{m} (E(x^k) - E(x^{k+1})) = \frac{2}{n(2 - \rho \eta)} (E(x^1) - E(x^{n+1}),
\]
which implies \( \sum_{k=1}^{\infty} \|\nabla E(x^k)\|_2^2 \leq +\infty \) and
\[
\lim_{k \to \infty} \|\nabla E(x^k)\|_2 = 0.
\]
Then, for any \( x' \in \mathbb{X} \),
\[
\|x^{k+1} - x'\|_2^2 \leq \|x^k - x'\|_2^2 + \eta \|\nabla E(x^k)\|_2^2 - 2\eta (x^k - x')^T \nabla E(x^k)
\]
\[
\leq \|x^k - x'\|_2^2 + \frac{2\eta}{2 - \rho \eta} (E(x^k) - E(x^{k+1})) - 2\eta (x^k - x')^T \nabla E(x^k).
\]
It follows from the first part of **Lemma 7** that
\[
\|x^{k+1} - x'\|_2^2 \leq \|x^k - x'\|_2^2 + \frac{2\eta}{2 - \rho \eta} (E(x^k) - E(x^{k+1})) - 2\eta (E(x^k) - E(x'))
\]
\[
\leq \|x^k - x'\|_2^2 - 2\eta \left( 1 - \frac{1}{2 - \rho \eta} \right) (E(x^k) - E(x')) - \frac{2\eta}{2 - \rho \eta} (E(x^{k+1}) - E(x')).
\]
Since \( 1 - 1/(2 - \rho \eta) \geq 0, \|x^{k+1} - x'\|_2 \leq \|x^k - x'\|_2 \) thus \( \{x^k\} \) is bounded. Then there exists a subsequence \( \{x^k\} \) such that \( \lim_{k \to \infty} x^k = \hat{x} \). If follows that
\[
\lim_{k \to \infty} \|\nabla E(x^k)\|_2 = \|\nabla E(\hat{x})\|_2 = 0
\]
since $\| \nabla E(x) \|_2$ is continuous. Therefore $x \in X^!$. Finally, because $\| x^{k+1} - \bar{x} \|_2 \leq \| x^k - \bar{x} \|_2$, the sequence $\{x^k\}$ has only one accumulation point and thus $\lim_{k \to \infty} x^k = x^*$. □

Regarding the proof of Theorem 3, I should remark that, to ensure $\lim_{k \to \infty} \| \nabla E(x^k) \|_2 = 0$, the step size $\eta$ can be chosen as $\eta < 2/\rho$. The tighter upper bound $1/\rho$ is used to ensure the boundedness of $x^k$. If the boundedness of $x^k$ can be ensured by some other conditions, then a looser upperbound $2/\rho$ can be used. See the following result, which follows from Theorem 3 directly.

**Corollary 2.** If $X^!$ is bounded, then the sequence $\{x^k\}$ generated by (11) is globally convergent to a point in $X^!$ by choosing $0 < \eta < 2/\rho$ where $\rho$ is defined in Theorem 3.

According to Theorem 3 and Corollary 2 we have the following results about the discrete-time system (11) for solving (3).

**Corollary 3.**

1. If (3) is solvable, i.e., $X^! \neq \emptyset$, then the sequence $\{x^k\}$ generated by (11) is globally convergent to a point in $X^!$ by choosing $0 < \eta < 3/(2\rho)$, where $\rho$ is defined in Theorem 3.
2. If $X^* = \emptyset$ is bounded, then the sequence $\{x^k\}$ generated by (11) is globally convergent to a point in $X^*$ by choosing $0 < \eta < 2/\rho$, where $\rho$ is defined in Theorem 3.

**Proof.** In both cases, there obviously exists at least one finite solution $x^* \in X^!$. The first part of the corollary can be proved in the same way as proving Theorem 3 by using the second part instead of the first part of Lemma 7. The second part of the corollary is an immediate consequence of Corollary 2. □

**Remark 2.** If the LMI is absent in (3), Corollary 3 reduces to Theorem 2 and Corollary 1 in Xia et al. [14]. In other words, [14] does not ascertain the global convergence of the corresponding dynamic system when (3) without LMI is unsolvable; while this result can be ascertained according to Theorem 3 and Corollary 2.

According to Corollary 3, if the discrete-time dynamic system (11) does not converge to a solution of (3) with the step size $0 < \eta < 3/(2\rho)$, it implies that (3) admits no feasible solutions. If the step size is chosen smaller, such as $\eta \leq 1/\rho$, according to Theorem 3, the dynamic system can always converge to a point that corresponds to the least square error of (3), i.e., a minimum of $E$ defined in (7).

**Remark 3.** In order to guarantee the global convergence of the dynamic system, the choice of the step size $\eta$ in discrete-time dynamic system (11) should depend on the problem parameters $A, C, N_i$, while there is no such a restriction on the scaling factor $\mu$ in the continuous-time dynamic system (10). It is worth mentioning that, similar to Xia et al. [14], some globally convergent variants of (11) can be figured out with step size independent of the problem parameters. As there are no obvious advantages with such variants over (11) in terms of convergence conditions as well as convergence rates, those results are not discussed here. Interested readers may refer to Section 4 of Xia et al. [14] for details.

### 4. Simulation examples

**Example 1.** Consider a problem (3) with

\[
A = \begin{pmatrix} 1 & 0 & 0 & 3 \\ -2 & 1 & 1 & 0 \end{pmatrix}, \quad b = \begin{pmatrix} 5 \\ -10 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 & 2 & -3 \\ -2 & 1 & 0 & 2 \\ 0 & 0 & -1 & -3 \end{pmatrix}, \quad d = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} -5 & 0 \\ 0 & -5 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 2 & -2 \\ -2 & 0 \end{pmatrix}, \quad N_2 = \begin{pmatrix} 3 & 0 \\ 0 & 1 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & -6 \\ -6 & 2 \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & -1 \\ -1 & 3 \end{pmatrix}.
\]

I first used the continuous-time dynamic system (10) to solve the problem. The function “ode45” in MATLAB was adopted as the ODE solver. Experiments showed that (10) was always convergent to a solution with any choice of $\mu > 0$ from any initial point $x_0 \in \mathbb{R}^4$. For example, Fig. 2 displays the results of one of these experiments, where $\mu = 10^4$ and the trajectories converged to a solution $x^* = (3.4665, 6.1628, -1.1555, 0.3852)^T$. The eigenvalues of the resulting LMI, i.e., $N(x^*)$, are 20.429 and 0.000, which indicates that $x^*$ is a nonstrict LMI solution.

Then, I used the discrete-time dynamic system (11) to solve the problem. According to Corollary 3, the step size should be chosen as $\eta = 3/(2\rho) = 0.012$. Simulations showed that with this $\eta$ (11) was always convergent to a solution of the problem from any initial point $x_0 \in \mathbb{R}^3$. For example, Fig. 3 displays the trajectories of (11) (continuous lines) from a random initial point, which converged to a solution $x^* = (4.8279, 8.5829, -1.6093, 0.5364)^T$. It is worth mentioning that Corollary 3 just gives a sufficient condition for ensuring the convergence of the system. It is possible that the system is still convergent if $\eta > 3/(2\rho)$. For instance, the dashed lines in Fig. 3 depict the trajectories of (11) with $\eta = 0.07$ from the same initial point as
that for the continuous lines. Clearly, the trajectories converged to the same solution $x^\ast$, but with a higher speed. However, when $\eta$ was increased further, e.g., $\eta = 0.08$, the trajectories diverged to infinity.

**Example 2.** Consider solving the generalized Lyapunov inequality (2) with

$$
A = \begin{pmatrix} -1 & 0 & 0 \\ 2 & -1 & 0 \\ 0 & 0 & -4 \end{pmatrix}, \quad B = \begin{pmatrix} 2 & 0 & -2 \\ 0 & 1 & 3 \\ 0 & 0 & 1 \end{pmatrix}, \quad D = \begin{pmatrix} 3 & 0 & 2 \\ 0 & 3 & 0 \\ 2 & 0 & 1 \end{pmatrix}.
$$

The strict LMI (2) can be converted to the following nonstrict LMI and then solved by using the proposed dynamic system methods,

$$
BPA + A^T PB + D + \epsilon I \leq 0, \quad P - \epsilon I \succ 0.
$$

(14)

---

**Fig. 2.** Transient behavior of the continuous-time dynamic system (10) for solving the problem in Example 1.

**Fig. 3.** Transient behavior of the discrete-time dynamic system (11) for solving the problem in Example 1 with different step sizes from the same initial point.
where $I$ denotes the identity matrix and $\epsilon$ is a sufficiently small positive number. Based on Proposition 1, the new LMI can be easily converted into the canonical form (1). Note that because $P^T = P$, there are six independent variables in $P$, which can be represented by $x_i, i = 1, \ldots, 6$. I have simulated the continuous-time dynamic system (10) to solve the resulting nonstrict LMI with $\epsilon = 0.01$. All simulations showed that the system with any choice of $\mu$ was globally convergent to a solution of the LMI. For instance, Fig. 4 depicts the trajectories of the system with $\mu = 10^4$ from a random initial point, and the trajectories converged to $x^* = (2.7557, 0.4308, 0.2924, 2.5878, -0.3456, 0.1367)^T$, i.e.,

$$
P^* = \begin{pmatrix}
2.7557 & 0.4308 & 0.2924 \\
0.4308 & 2.5878 & -0.3456 \\
0.2924 & -0.3456 & 0.1367
\end{pmatrix}.
$$

It was calculated $\text{eig}(P^*) = \{0.0431, 2.3264, 3.1107\}$ and $\text{eig}(BP^*A + A^TPP^*B^T + D) = \{-0.8172, -0.0104, -0.0099\}$, which indicates that the LMI (1) is strictly feasible.
Then, $A$ was changed to the identity matrix, while $B$ and $D$ were kept the same as before. The continuous-time dynamic system (10) was simulated to solve the LMI (14) again. It was shown that the dynamic system always converged to a point which does not solve the LMI no matter how small $\epsilon$ was (even when $\epsilon = 0$). Fig. 5 depicts the transient behavior of the system in solving (14) with $\epsilon = 0$ from 10 random initial points in $\mathbb{R}^6$, where $\mu$ was set to $10^4$. The trajectories converged to $x^* = (-1.3117, 0.1850, -0.4551, -0.2236, -0.3959, 0.1832)^T$, which is the unique minimum of the corresponding energy function $E(x)$ defined in (7), but is not a solution of the LMI. This implies that the LMI (2) does not have a solution.

Example 3. Finally, let us consider solving a maximum eigenvalue minimization problem [2] by using the proposed methods. Suppose that the symmetric matrix $W(x)$ depends affinely on $x \in \mathbb{R}^m$: $W(x) = W_0 + \sum_{i=1}^m W_i x_i$, where $W_i \in \mathbb{S}^n$. The problem of minimizing the maximum eigenvalue of the matrix $W(x)$ can be cast into a semidefinite programming problem

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad s I - W(x) \succeq 0
\end{align*}
\]

with variables $s \in \mathbb{R}$ and $x \in \mathbb{R}^m$. According to the discussion in Section 2, the problem can be further cast into problem (3) with $m + 1 + n(n + 1)/2$ variables. For example, let

\[
W_0 = \begin{pmatrix}
5 & 0 & 3 & -1 \\
0 & -5 & 2 & 0 \\
3 & 2 & -1 & 4 \\
-1 & 0 & 4 & 0
\end{pmatrix}, \quad W_1 = \begin{pmatrix}
-2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad W_2 = \begin{pmatrix}
2 & -2 & 0 & 0 \\
-2 & -5 & 1 & 1 \\
0 & 1 & 6 & 2 \\
0 & 1 & 2 & -3
\end{pmatrix}, \quad W_3 = \begin{pmatrix}
1 & 0 & 2 & -5 \\
0 & 2 & 0 & 0 \\
0 & 2 & 0 & 0 \\
-5 & 0 & 0 & 5
\end{pmatrix}.
\]

First, the continuous-time dynamic system was simulated to solve the problem. All simulations showed that the system was convergent to the unique solution $x^* = (0.7822, -1.1538, -0.2579)^T$ of (15). Fig. 6 demonstrates the trajectories of the $m + 1 + n(n + 1)/2 = 14$ variables starting from a random initial point, which converged to $x^*$. The same solution was obtained by simulating the discrete-time dynamic system (11).

5. Concluding remarks

Two dynamic system methods are presented in the paper for solving linear matrix inequalities (LMIs) and linear vector equalities and inequalities. One is of continuous-time type and the other is of discrete-time type, both of which are advantageous for their simple numerical implementation characteristics and capability for handling nonstrict LMIs easily. A more promising potential of the methods is the recurrent neural network realization of them, hybridized with some high-performance computing units for matrix factorization, while such units can be either digital equipments or some other neural networks. The global convergence and stability of both dynamic systems are analyzed rigorously, and then substantiated by several numerical examples.

However, the paper just lays some theoretical foundations and presents some preliminary simulation results. The value of this work is worth further investigation. For instance, based on Theorem 1, many efficient unconstrained optimization algo-

---

Then, $A$ was changed to the identity matrix, while $B$ and $D$ were kept the same as before. The continuous-time dynamic system (10) was simulated to solve the LMI (14) again. It was shown that the dynamic system always converged to a point which does not solve the LMI no matter how small $\epsilon$ was (even when $\epsilon = 0$). Fig. 5 depicts the transient behavior of the system in solving (14) with $\epsilon = 0$ from 10 random initial points in $\mathbb{R}^6$, where $\mu$ was set to $10^4$. The trajectories converged to $x^* = (-1.3117, 0.1850, -0.4551, -0.2236, -0.3959, 0.1832)^T$, which is the unique minimum of the corresponding energy function $E(x)$ defined in (7), but is not a solution of the LMI. This implies that the LMI (2) does not have a solution.

Example 3. Finally, let us consider solving a maximum eigenvalue minimization problem [2] by using the proposed methods. Suppose that the symmetric matrix $W(x)$ depends affinely on $x \in \mathbb{R}^m$: $W(x) = W_0 + \sum_{i=1}^m W_i x_i$, where $W_i \in \mathbb{S}^n$. The problem of minimizing the maximum eigenvalue of the matrix $W(x)$ can be cast into a semidefinite programming problem

\[
\begin{align*}
\text{minimize} & \quad s \\
\text{subject to} & \quad s I - W(x) \succeq 0
\end{align*}
\]

with variables $s \in \mathbb{R}$ and $x \in \mathbb{R}^m$. According to the discussion in Section 2, the problem can be further cast into problem (3) with $m + 1 + n(n + 1)/2$ variables. For example, let

\[
W_0 = \begin{pmatrix}
5 & 0 & 3 & -1 \\
0 & -5 & 2 & 0 \\
3 & 2 & -1 & 4 \\
-1 & 0 & 4 & 0
\end{pmatrix}, \quad W_1 = \begin{pmatrix}
-2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad W_2 = \begin{pmatrix}
2 & -2 & 0 & 0 \\
-2 & -5 & 1 & 1 \\
0 & 1 & 6 & 2 \\
0 & 1 & 2 & -3
\end{pmatrix}, \quad W_3 = \begin{pmatrix}
1 & 0 & 2 & -5 \\
0 & 2 & 0 & 0 \\
0 & 2 & 0 & 0 \\
-5 & 0 & 0 & 5
\end{pmatrix}.
\]

First, the continuous-time dynamic system was simulated to solve the problem. All simulations showed that the system was convergent to the unique solution $x^* = (0.7822, -1.1538, -0.2579)^T$ of (15). Fig. 6 demonstrates the trajectories of the $m + 1 + n(n + 1)/2 = 14$ variables starting from a random initial point, which converged to $x^*$. The same solution was obtained by simulating the discrete-time dynamic system (11).

5. Concluding remarks

Two dynamic system methods are presented in the paper for solving linear matrix inequalities (LMIs) and linear vector equalities and inequalities. One is of continuous-time type and the other is of discrete-time type, both of which are advantageous for their simple numerical implementation characteristics and capability for handling nonstrict LMIs easily. A more promising potential of the methods is the recurrent neural network realization of them, hybridized with some high-performance computing units for matrix factorization, while such units can be either digital equipments or some other neural networks. The global convergence and stability of both dynamic systems are analyzed rigorously, and then substantiated by several numerical examples.

However, the paper just lays some theoretical foundations and presents some preliminary simulation results. The value of this work is worth further investigation. For instance, based on Theorem 1, many efficient unconstrained optimization algo-
rithms can be specialized to solve LMIs; but what are their characteristics? For another instance, based on the projection techniques utilized in the paper and the techniques in Refs. [15,17], it seems quite possible to design some dynamic system to solve nonlinear semidefinite programming problems. These are my future researches.
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