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Abstract. A new recurrent neural network is proposed for solving
quadratic and linear programming problems, which is derived from two
salient existing neural networks. One of the predecessors has lower struc-
tural complexity but were not shown to be capable of solving degener-
ate QP problems including LP problems while the other does not have
this limitation but has higer structural complexity. The proposed model
inherits the merits of both models and thus serves as a competitive al-
ternative for solving QP and LP problems. Numerical simulations are
provided to demonstrate the performance of the model and validate the
theoretical results.
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1 Introduction

Consider solving the following convex quadratic programming (QP) problem

minimize
1
2
xTQx+ pTx

subject to Ax = b, Cx ≤ d, x ∈ X
(1)

where x = (x1, . . . , xn)T ∈ �n is the unknown variable, Q ∈ �n×n, p ∈ �n, A ∈
�r×n, b ∈ �r, C ∈ �m×n, d ∈ �m are constants, and X is a nonempty box set
defined asX = {x ∈ �n|li ≤ x ≤ hi, i = 1, . . . , n} (note that some li’s can be −∞
and some hi’s can be +∞). In addition, Q is symmetric and positive semidefinite.
In particular, if Q = 0, the problem degenerates to a linear programming (LP)
problem.

During the past two decades, many recurrent neural networks have been pro-
posed for solving optimization-related problems because of their analog circuits
implementability and intrinsic parallelism which are advantageous for fast com-
puting. In particular, for solving the QP problem (1), there exist many salient
models but their real-time computational abilities are often constrained by var-
ious deficiencies such as demand for slack variables (for converting inequal-
ity constraints into equality constraints) [1, 2, 3, 4, 5, 6], calculation of matrix
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inverses [7, 8, 9, 10, 11], inconvenience in determining the convergence condi-
tions [10, 5, 12], and so on. Actually, these networks are suitable for specific
applications. Among those capable of solving the QP problem (1) but free of
such deficiencies, two simple models refer to

d

dt

⎛
⎝
x
y
z

⎞
⎠ = −λ

⎛
⎝
x− PX((I −Q)x− CT y +AT z − p)

y − ỹ
Ax− b

⎞
⎠ (2)

and

d

dt

⎛
⎝
x
y
z

⎞
⎠ = −λ

⎛
⎝

2(x− PX((I −Q)x− CT ỹ +AT (z −Ax + b) − p)
y − ỹ
Ax− b

⎞
⎠ (3)

where ỹ = (y + Cx − d)+ and λ > 0, which were proposed in [13] and [14],
respectively. The block diagram of the former is depicted in Fig. 1 and that of
the latter can be depicted similarly.

The major difference between the performances of (2) and (3) is that the
former can solve (1) with positive definite Q, while the latter can solve (1) with
positive semi-definite Q though its structure is slightly more complicated (a
detailed comparison is made in Section 2).

The major difference between the dynamic equations of the two neural net-
works is that the latter substitutes (y + Cx − d)+ and z − Ax + b for y and
z respectively in the first equation of the former. Clearly, such substitutions do
not affect the equilibrium set of (2) and consequently the two networks have the
same equilibrium set. This observation raises an interesting question: will other
combinations of variable substitutions also result in feasible neural networks?
Note that multiple variable substitutions are available if we let the right-hand-
sides of (2) and (3) be equal to zeros. The answer to this question is positive
and a novel model has been figured out in this way very recently [15], which
shares the same performance with (3) and the same structural complexity with
(2). In this paper we present another model, also resulted from this idea. It will
be shown to possess the merits of (2) and (3), and thus can compete with the
model in [15].

Throughout the paper, if a is a vector, then ‖a‖ =
√∑

a2
i . �n

+ denotes
the nonnegative quadrant of �n. Moreover, it is assumed that there exists at
least one finite solution to problem (1).

2 Formulation of the Model

As for problem (1), the Karush-Kuhn-Tucker (KKT) conditions can be expressed
in the following way [13, 14]: x is an optimum of (1) if and only if there exist
y ∈ �m and z ∈ �r so that

⎧⎨
⎩
x = PX((I −Q)x− CT y +AT z − p)
y = (y + Cx− d)+

Ax− b = 0
(4)
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where PX(·) and (·)+ are two activation functions, whose definitions can be
found in any of the references [2, 14, 13, 5, 11, 16, 15, 17]. Obviously, the identical
equilibrium set of (2) and (3) coincides with the KKT point set of problem (1).

If we substitute y in the first equation of (2) with (y + Cx − d)+, which is
available from the second equation, to constitute x̃, and then substitute x in the
third equation of (2) with x̃, we arrive at the following dynamic equations with
only the scaling factors different:

d

dt

⎛
⎝
x
y
z

⎞
⎠ = −λ

⎛
⎝

2(x− x̃)
y − ỹ

2(Ax̃− b)

⎞
⎠ (5)

where ỹ = (y + Cx − d)+, x̃ = PX((I − Q)x − CT ỹ + AT z − p) and λ > 0.
These equations represent a new network for solving problem (1). The output
can be regarded as either x or x̃ because in Section 3 it will be shown that the
state equations will always evolve to one of the equilibrium points and at any
equilibrium point x is equal to x̃. It is easy to verify the following results.

Theorem 1. A point x∗ is a solution of (1) if and only if there exist y∗ and z∗

such that ((x∗)T , (y∗)T , (z∗)T )T is an equilibrium point of (5).

Then, to verify the viability of the new model, we need to show whether its sta-
bility conditions and structural complexity are comparable with existing models
especially (2) and (3). In Section 3 it will be shown that the stability results of the
proposed model requires only the positive semidefiniteness of Q for solving (1),
the same as the neural network (3). In the rest of this section, we compare its
structural complexity with those of (2) and (3).

First, we show that the structural complexity of the proposed neural network
is the same as (2). One would argue that if the detailed expressions of ỹ and x̃
are substituted into (5), the equations in (5) will get much longer than the cor-
responding ones in (2); therefore, the structure of the network (5) is much more
complicated than that of (2). However, nobody would do that in hardware imple-
mentation. Actually, though ỹ appears three times in (5), it does not mean that
this term is needed to be implemented three times. Only one block is enough and
its output can be connected to three different spots. Likewise, though x̃ appears
twice in (5), it requires just one implementation. Based on this idea, on one hand,
if we count the numbers of multiplications and additions/substractions to be per-
formed on the right-hand-sides of (2) and (5), respectively, it will be found that
the numbers are the same for the two equations. On the other hand, if we count
the numbers of integrators (for realizing integrations), amplifiers (for realizing
activation functions PX(·) and (·)+), multipliers, summators and interconnec-
tions required by hardware implementation of the two networks, respectively,
it will be found that all of these numbers are identical for two networks. This
result is made clearer in Fig. 1. In the figure, if we change the starting posi-
tions of two connections in the neural network (2) to other two positions, and
meanwhile change two scaling factors, the figure becomes exactly the diagram
of the neural network (5). In this sense, the proposed neural network possesses
the same structural complexity as the neural network (2).
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Fig. 1. Block diagrams of the neural networks (2) and (5). If the two dashed lines
are connected, the figure depicts the diagram of (2). If the first dashed line (counted
top-down, the same convention is adopted in what follows) is not started from point
S1, but from point S1’, the second line is not started from point S2, but from point
S2’, while the first and third integrators use 2λ as their scaling factors, the diagram
then switches to the network (5).

Let us then examine the complexity of the neural network (3). From its dy-
namic equations, it is easy to see that no matter how the computing order of
different terms is arranged, one more operation of addition is required to incor-
porate −Ax+b to the term AT (z−Ax+b) in the top equation of (3), though the
result of Ax − b can be obtained directly from the bottom equation. This leads
to r more connections and one more summator in its architecture than in the
architectures of (2) and (5), which can be perceived in Fig. 1. When the number
of equality constraints is large relative to inequality constraints, e.g., in k-WTA
applications [8, 15], the inefficiency of the network (3) becomes prominent.

3 Stability Analysis

In this section, we will show that the proposed neural network (5) possesses
the same convergence result as the neural network (3), that is, the global conver-
gence property requires the positive semidefiniteness of Q only. In what follows,
the equilibrium set of the neural network is denoted by Ω∗. Since it is assumed
that (1) has at least one finite solution, according to Theorem 1, there exists at
least one finite point in Ω∗. The following lemma follows from [14].

Lemma 1. The function ‖ỹ‖2 is convex and continuously differentiable on�n+m.

In addition, ∇‖ỹ‖2 = 2
(
CT ỹ
ỹ

)
.
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Lemma 2. Consider the following function

V (u) = φ(u) − φ(u∗) − (u− u∗)T∇φ(u∗) +
1
2
‖u− u∗‖2, (6)

where u = ((x)T , (y)T , (z)T )T and u∗ = ((x∗)T , (y∗)T , (z∗)T )T ∈ Ω∗ is a finite
point and φ(u) = xTQx/2 + pTx+ ‖ỹ‖2/2. It has the following properties.

1. V (u) is convex and continuously differentiable on �n+m+r.
2. V (u) ≥ ‖u− u∗‖2/2 for all u ∈ �n+m+r.
3. ∇V (u)TF (u) ≥ 2‖x− x̃‖2 + ‖y − ỹ‖2 for all u ∈ �n+m+r, where

F (u) =

⎛
⎝

2(x− x̃)
y − ỹ

2(Ax̃− b)

⎞
⎠ .

Proof. From Lemma 1, V (u) is continuously differentiable on �n+m+r. To prove
its convexity, what we only need to show is the convexity of the function ψ(u) =
φ(u) − φ(u∗) − (u − u∗)T∇φ(u∗). In view that φ(u) is convex and ∇ψ(u) =
∇φ(u) −∇φ(u∗), it is easy to validate this fact.

2) This result follows directly from the convexity of φ(u), which ensures ψ(u)
defined above is nonnegative.

3) The gradient of V (u) is given by

∇V (u) =

⎛
⎝

(I +Q)(x− x∗) + CT ỹ − CT y∗

ỹ − 2y∗ + y
z − z∗

⎞
⎠ .

In the following projection inequality (see [18, 13, 14, 16])

(PΩ(u) − u)T (v − PΩ(u)) ≤ 0, ∀u ∈ �n, v ∈ Ω,

let Ω = X,u = x−Qx− p− CT ỹ +AT z and v = x∗, then

(x̃− x∗)T (x−Qx− p− CT ỹ +AT z − x̃) ≥ 0.

Since u∗ satisfies (4), according to the equivalence of the projection equation
and variational inequality [18] we know

(x̃− x∗)T (Qx∗ + p+ CT y∗ −AT z∗) ≥ 0.

Adding the above two equations gives

(x̃− x∗)T (x−Qx− CT ỹ +AT z − x̃+Qx∗ + CT y∗ −AT z∗) ≥ 0.

Similarly, we can derive (ỹ−y∗)T (y+Cx−d−ỹ) ≥ 0 and (ỹ−y∗)T (−Cx∗+d) ≥ 0.
Adding them gives

(ỹ − y∗)T (y + Cx− Cx∗ − ỹ) ≥ 0.
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Given these equations, we have

∇V (u)TF (u) =2‖x− x̃‖2 + 2(x− x̃)T (x̃− x∗ +Qx−Qx∗ + CT ỹ − CT y∗)

+ ‖y − ỹ‖2 + 2(y − ỹ)T (ỹ − y∗) + 2(Ax̃− b)T (z − z∗)

=2‖x− x̃‖2 + ‖y − ỹ‖2 − 2(x̃− x∗)T (x̃− x∗ +Qx−Qx∗ + CT ỹ

− CT y∗) + 2(x− x∗)T (x̃− x∗) + 2(x− x∗)T (Qx−Qx∗)

+ 2(x− x∗)T (CT ỹ − CT y∗) + 2(ỹ − y∗)T (y − ỹ)

+ 2(x̃− x∗)T (AT z −AT z∗)

=2‖x− x̃‖2 + ‖y − ỹ‖2 + 2(x̃− x∗)T (x− x̃−Qx+Qx∗ − CT ỹ

+ CT y∗ +AT z −AT z∗) + 2(x− x∗)T (Qx−Qx∗)

+ 2(ỹ − y∗)T (Cx − Cx∗ + y − ỹ)

≥2‖x− x̃‖2 + ‖y − ỹ‖2 + 2(x− x∗)TQ(x− x∗).

Since Q is positive semidefinite, the conclusion holds.

Lemma 3. For any initial point u(t0) = (x(t0)T , y(t0)T , z(t0)T )T ∈ X ×�m+r,
the neural network (5) has a unique continuous solution x(t) for all t ≥ t0 and
x(t) stays in X forever.

Proof. Taking Lemma 2 into account, the results can be reasoned following sim-
ilar arguments for proving Theorem 2 in [14], which are omitted here for brevity.

Theorem 2. For any u(t0) ∈ X × �m+r the neural network (5) is stable in
the sense of Lyapunov and its trajectory u(t) converges to a point in Ω∗. In
particular, if there is only one point in Ω∗, the neural network is asymptotically
stable.

Proof. According to Lemma 3, for any initial point u(t0) ∈ X×�m+r, the neural
network has a unique continuous trajectory u(t) for all t ≥ t0. In addition u(t) is
bounded for all t ≥ t0. According to Lemma 3, x(t) ∈ X for all t ≥ t0. Consider
the function defined in (6). It follows from Lemma 2 that

dV (u(t))
dt

= −λ∇V (u)TF (u) ≤ −2λ‖x− x̃‖2 − λ‖y − ỹ‖2 ∀t ≥ t0.

Hence, the neural network is stable in the sense of Lyapunov. Clearly, if du/dt =
0, then dV/dt = 0. According to the LaSalle invariance principle, u(t) converges
to the largest invariant set M in {u ∈ �n+m+r|dV (u)/dt = 0}. In what follows
we show M = Ω∗. Clearly, any point in Ω∗ also belongs to M. Consider any
point u ∈ M. Since dV/dt = 0, then x = x̃ and y = ỹ from the above equation,
which implies dx/dt = −2λ(x − x̃) = 0. It follows that x is in the steady state
(a constant), so is x̃. Denote Ax̃ − b by c where c is a constant. If c 
= 0, then
dz/dt = −2λc and z → ∞ when t → +∞, which contradicts the boundedness
of u(t). Consequently, c = 0 and dz/dt = 0. It follows that u ∈ Ω∗, and hence
M = Ω∗.
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Since u(t) is bounded over [t0,+∞), there exists a convergent subsequence
t0 < · · · < tn < tn+1 < · · · such that limk→+∞ u(tk) = û,whereû ∈ Ω∗. Define
another Lyapunov function V̂ (u) the same as V (u) in (6) except that u∗ in V (u)
is replaced by û. It is easy to see that V̂ (u) decreases along the trajectory of (5)
and satisfies V̂ (û) = 0. Therefore, for any ε > 0, there exists q > 0 such that,
for all t ≥ tq,

‖u(t) − û‖2/2 ≤ V̂ (u(t)) ≤ V̂ (u(tq)) < ε,

that is, limt→+∞ u(t) = û.
In particular, if Ω∗ contains a unique point, from the above analysis, the

neural network is asymptotically stable. The proof is completed.

Therefore, the proposed model is as excellent as (3) in terms of performance.

4 Illustrative Examples

In this section, we will discuss two examples to demonstrate the performance of
the proposed neural network. The simulations were conducted in MATLAB.

Example 1. Consider the following problem discussed in [14]:

minimize (x1 + 3x2 + x3)2 + 4(x1 − x2)2

subject to x3
1 − 6x2 − 4x3 + 3 ≤ 0,

1 − x1 − x2 − x3 = 0, x ≥ 0.

This problem has a unique solution x∗ = (0, 0, 1)T , and the associated Lagrange
multipliers are y∗ = 0, z∗ = −2. It is easy to verify that the problem is convex
on X = �3

+. According to Theorem 2, the neural network (5) should converge
to u∗ with any initial point u(0) ∈ �3

+ × �2 and be asymptotically stable at
u∗. All simulations verified this fact. In addition, it was interesting to note that
even with x(0) 
∈ X , the neural network still always converged to u∗. Fig. 2
shows such an example. This phenomenon indicates that the stability result in
Theorem 2 leaves space for improving.

Example 2. To illustrate the performance of the proposed neural network for
linear programming, we now solve a classical transportation problem [19]. Sup-
pose that M suppliers, each with a given amount of goods pi, are required to
supply N consumers, each with a given limited capacity qj . For each supplier-
consumer pair, the cost of transporting a single unit of goods is given as cij . The
transportation problem is then to find a least-expensive flow of goods from the
suppliers to the consumers that satisfies the consumers’ demand. Formally, the
problem can be described as follows

minimize
M∑
i=1

N∑
j=1

cijxij

subject to
N∑

j=1

xij ≤ pi, ∀1 ≤ i ≤M
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Fig. 2. State trajectory of the neural network (5) with λ = 1, u(0) = (−4, 7,−3, 3,−8)T

in Example 1

M∑
i=1

xij ≤ qj , ∀1 ≤ j ≤ N

M∑
i=1

N∑
j=1

cijxij = min

⎛
⎝

M∑
i=1

pi,
N∑

j=1

qj

⎞
⎠

xij ≥ 0, ∀1 ≤ i ≤M, 1 ≤ j ≤ N.

The problem can be rewritten in the standard form of LP problem (1) with Q =
0, and the neural network (5) can be used to solve the problem. For illustration
purpose, let us consider a problem with M = 3 and N = 4. The parameters are
p = (10, 16, 18)T , q = (13, 5, 15, 10)T and

c =

⎛
⎝

0.1 0.2 0.1 0.5
0.5 0.1 1.0 0.8
1.0 0.1 0.4 0.1

⎞
⎠ .

The unique solution is

x∗ =

⎛
⎝

3 0 7 0
10 5 0 0
0 0 8 10

⎞
⎠ .

The neural network (5) (Q = 0) was simulated to solve the problem and obtained
the same solution. Fig. 3 depicts the output trajectory x(t) in one simulation
with λ = 1 and a random initial point, which converge to x∗.

5 Concluding Remarks

In the paper a new recurrent neural network was presented for quadratic and
linear programming. This model shares much similarity with two classical models
but combines their merits, that is, simple structure and good performance.
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Fig. 3. Output trajectory of the neural network (5) with λ = 1 and a random initial
point u(0) in Example 2

The contribution of this invention is twofold. On one hand, it enriches the fam-
ily of recurrent neural networks for solving optimization problems, and therefore
offers flexibility for circuits practitioners in neural circuits design. On the other
hand, its design idea, actually, obtaning new models from existing ones by vari-
able substitutions, may shed light to the development of more powerful models.
Up to now, two new models have been devised using this idea (the other is pre-
sented in [15]). An interesting question arises: how many models on earth are
there in this category besides the known four? We believe that this open question
will stimulate many further investigations.
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